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Update #4 - August 20131

  
 

EVALUATION PLAN GUIDANCE FOR EEPS PROGRAM 
ADMINISTRATORS 

 The New York Energy Efficiency Portfolio Standard (EEPS), one of the nation’s most 
ambitious energy efficiency initiatives, requires a significant commitment to transparent, 
accurate, and timely evaluation.  The need for an increased commitment to evaluation is based 
on several factors including: 
 

 Major increase in energy efficiency program funding. 

 Utility eligibility for lost revenue recovery or shareholder incentive payments related to 

the successful implementation of energy efficiency programs.   

 Increased role of energy efficiency in deferring transmission and distribution 

infrastructure upgrades. 

 Increased priority and need for reliable data to facilitate the State’s and the New York 

Independent System Operator’s (NYISO) planning and forecasting efforts. 

 Need to track progress toward EEPS goals. 

For these reasons, the following guidelines were established to facilitate the timely, efficient 

oversight of EEPS program administration and performance. 

Background 

 On June 23, 2008, in Case 07-M-0548, the Commission established the EEPS and 

approved the first group of EEPS energy efficiency programs.  The order took several important 

steps to provide for the comprehensive and rigorous evaluation of EEPS programs including 

increasing from 2 percent to 5 percent the portion of the program budgets dedicated to evaluation 

and establishing a statewide Evaluation Advisory Group (EAG) to advise the Commission and 

Department of Public Service staff (Staff) on evaluation related issues.  Moreover, the 

Commission requested that all EEPS program proposals include “a detailed plan for evaluation 

                                                 
1 The first version of the Guidelines was released in August 2008 with updates in February 2012, November 2012 

and August 2013. 
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of each program, including details on the scope and the method of measurement and verification 

activities.”2

 In order to facilitate the implementation and oversight of EEPS program evaluation, the 

Order also instructed Staff to, within 45 days, issue Evaluation Guidelines (Guidelines) to inform 

evaluation planning activities and bring uniformity to evaluation practices and reporting.  The 

Guidelines were  developed  with input from the EAG, which consists of Staff, utilities, 

NYSERDA, New York Power Authority (NYPA), Long Island Power Authority (LIPA), state 

and local government agencies, energy efficiency experts, energy efficiency advocacy groups, 

and consumer and business advocates.  The goal of the Evaluation Guidelines is to provide 

direction to program administrators involved in the preparation of evaluation plans and to create 

a foundation for the overall EEPS evaluation effort.  The Guidelines are an important step in 

providing not only the elements of an acceptable evaluation plan, but the standards to strengthen 

the accountability, accuracy, and usefulness of the evaluation results.  The EAG, along with 

Staff’s evaluation team, are responsible for keeping the guidelines up to date, reflective of best 

evaluation practices, and responsive to the particular needs of New York State’s EEPS program 

portfolio.  In addition, the EAG periodically reviews the guidelines to ensure their effectiveness 

and applicability to evolving needs.  Feedback from the EAG is welcome at any time and 

updates will be made on an as needed basis.  Also, several members of the EAG and Staff are 

represented on the Northeast Energy Efficiency Partnership’s (NEEP) Regional Evaluation, 

Measurement and Verification Forum (EM&V Forum).  Many of the issues under consideration 

by the EM&V Forum parallel issues of concern to the EAG, thereby providing an excellent 

opportunity for sharing ideas and working together to promote transparent, timely and cost-

effective evaluation practices.  For example, NEEP conducted a net-to-gross (NTG) scoping 

study, which was a high priority research topic with the EAG. 

    

Creating an Evaluation Plan  

 The most efficient approach to effective evaluation planning is to consider program 

evaluation needs as part of the program design process.  Developing an initial evaluation plan in 

preparation for launching a program allows program evaluators to work with program planners 

                                                 
2 Case 07-M-0548, Order Establishing Energy Efficiency Portfolio Standard and Approving Programs, dated June 

23, 2008. 
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to identify data collection needs, establish budget estimates, and to synchronize evaluation goals 

with the program’s performance goals.  It also documents, for the Commission and ratepayers, a 

serious commitment to rigorous and transparent evaluation. 

 The details of the evaluation plans will vary depending on the size, scope, and type of 

programs, but all evaluation plans will be guided by the core principles of providing reliable, 

timely, and transparent results.  At the early stage of program development, program 

administrators (PAs) may have some difficulty in determining certain aspects of the evaluation 

design, such as the sampling methodologies, but are, at a minimum, expected to share their initial 

strategies.  An evaluation plan check list is provided in Appendix A.  Program administrators 

may also consider pooling resources to evaluate similar programs on a regional basis.  For 

example, several utilities are working together to evaluate a gas furnace rebate program. 

 Evaluation plans are subject to Staff review and approval. 

Components of the Evaluation Plan 

A comprehensive evaluation plan should include the following: 

 Program summary, including goals and objectives. 

 Evaluation goals and priorities (with program theory and logic model, if appropriate). 

 Process evaluation methodology -- Process evaluation assesses program design and 

implementation. It is also used to identify opportunities for program improvement and 

track program progress. 

 Impact evaluation methodology -- Impact evaluation quantifies energy and demand 

savings and identifies other potential program impacts as appropriate (e.g., environmental 

benefits).  This component should delineate the information to be reported, including 

energy savings (e.g., MWh, independent and coincident kW and therms), the appropriate 

measurement and verification approach, and how various attribution factors, such as free 

ridership and spillover, will be addressed.3

                                                 
3  “Spillover” refers to the energy savings associated with energy efficient equipment installed by consumers who 

were influenced by an energy efficiency program, but without direct financial or technical assistance from the 
program.  Spillover includes additional actions taken by a program participant as well as actions undertaken by 
non-participants who have been influenced by the program.  Sometimes spillover is referred to as “free-
drivership” or as “market effects.”  These market effects may be current or may occur after a program ends.  
When market effects occur after a program ends, they are referred to as “momentum” effects or as “post-
program market effects.”  A detailed discussion of spillover measurement can be found in Appendix F. 
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 Net to gross analysis -- Net to gross analysis (NTG) is represented as a ratio that 

compares the gross savings of a program to the energy savings actually attributable to the 

program.  Energy savings are estimated after adjusting for factors such as measurement 

error, measure installation quality, user behavior, and the actions program participants 

and non-participants would have taken absent the program (e.g., free ridership and 

spillover).  The decision path proposed to arrive at net savings should be discussed. 

 Sampling strategies and sample design. 

 Data reliability standards (e.g., targeted levels of confidence and precision for customer 

surveys, measurement and verification).  

 Steps to reduce uncertainty by minimizing both systematic bias and random error.  The 

value of a rigorous precision and confidence level is reduced if the sample is significantly 

biased. 

 Data collection and management process (e.g., what data will be collected and in what 

format, data quality control). 

 Timeline for major evaluation milestones. 

 Outline of evaluation report format. 

 Evaluation budget – Show funding level for major evaluation tasks and total cost. The 

evaluation budget established by the Commission provides for evaluation funding of up 

to 5 percent of a program administrator’s total program budget.  The budgets for 

individual programs may be more or less than 5 percent. 

 Roles and responsibilities (i.e., who does what). 

 Interaction with Staff- Define process for allowing Staff adequate opportunity to review 

and comment on key elements of the evaluation such as work plans, draft surveys, sample 

designs and draft reports.  In addition, the plan should explain how Staff will be kept 

informed of evaluation progress.  

 Evaluation administration -- Describe how the program administration function will be 

organizationally separated from the evaluation function. 

 Multi-year evaluation strategy, if appropriate.  

                                                                                                                                                             
  “Free ridership” refers to the percentage of savings attributed to customers who participate in an energy 
efficiency program but would have, at least to some degree, installed the same measure(s) on their own if the 
program had not been available. 
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 Other relevant issues (Program issues will vary depending on the program.). 

Evaluation Protocols 

 The evaluation plans are enhanced when their development is guided by a single set of 

statewide evaluation protocols applicable to all program administrators (including program 

administrators not subject to the Commission’s jurisdiction).  The use of common terminology 

and methodologies enables statewide sharing and analysis of results and accurate tracking of 

statewide progress toward EEPS energy saving goals.   

 The primary goal of the protocols is to apply acceptable minimum standards for all 

programs rather than mandate a “one size fits all” approach.  The protocols do not represent a 

rigid doctrine, but offer flexibility to allow the objectives of quality evaluation to be met using 

the most reliable, responsive, and cost effective approaches.  Care was taken to avoid 

requirements that are unduly burdensome or that add unneeded costs to program efforts.    

 Common sense dictates that a relatively inexpensive energy efficiency education program 

(e.g., a brochure program) would not typically require the same level of evaluation rigor and 

budget as a program investing millions of dollars in distributed generation projects.  For 

programs that have collected extensive evaluation data, a full-scale evaluation may not be 

necessary every year, especially if there is no reason to assume that the evaluation results would 

fluctuate significantly from year to year.  In general, evaluation efforts should be prioritized so 

that the riskiest, or highest impact, elements of an energy efficiency program portfolio receive 

the greatest attention.  Cases where the highest standards and the greatest frequency of 

evaluation would typically include assessment of programs:  

 Providing expensive infrastructure investments  

 Eligible for utility incentive payments or lost revenue recovery  

 Targeted for a significant budget increase  

 Producing results far above or below expectations  

 Implemented as an innovative program on a pilot basis 

 Containing measures with high energy savings variability 

 Based on a limited existing knowledge base 

 Making large contributions to the overall portfolio savings. 
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 There are approximately 90 EEPS programs making it impractical to provide program 

administrators with comprehensive and detailed evaluation guidelines customized for every 

EEPS program design.  However, we are able to offer core guidelines to accommodate all 

program designs, which are detailed enough to ensure the high quality evaluation demanded by 

the Commission.  PAs and program evaluators may supplement the core guidelines with the 

Energy Efficiency Program Impact Evaluation Guide.4  This Guide, is a product of the State and 

Local Energy Efficiency Action Network (SEE Action) with input from a nationwide team of 

respected energy and evaluation program experts, including members of New York’s EAG.5

 As the EEPS programs mature, Staff and the EAG will place increased focus on 

developing evaluation strategies and methodologies to promote greater consistency in the 

evaluations efforts across the EEPS program portfolio.  In February 2012, for example, detailed 

process evaluation protocols reflecting best industry practices were adopted by Staff and the 

EAG. 

  

The goal of the guide is to provide a clear and concise discussion of the various approaches to 

developing robust evaluation, measurement, and verification procedures.  Overall, the key to a 

successful evaluation plan is a strategy that is consistent with our Guidelines, and is based on the 

use of the generally accepted evaluation approaches articulated in the Guide and other reputable 

sources.  Finally, the rationale for the selected program evaluation approach needs to be clear, 

justifiable and articulated in the evaluation plan.  

Common Terminology and Definitions  

 It is important for all evaluation plans to use common terminology to improve the 

consistency of results and common understanding by all stakeholders.  Staff recommends that 

PAs and evaluators use the most recent version of the reference document produced under the 

auspices of the NEEP EM&V Forum, Glossary of Terms. 6

                                                 
4 State and Local Energy Efficiency Action Network. 2012. Energy Efficiency Program Impact Evaluation Guide. 

Prepared by Steven R. Schiller, Schiller Consulting, Inc., www.seeaction.energy.gov. 

 It is based on a review of many 

evaluation reference documents and input from members of the EM&V Forum, including 

participants in New York’s EAG. 

5  The Guide was developed as a product of the State and Local Energy Efficiency Action Network (SEE Action), 
which is facilitated by the U.S. Department of Energy and the U.S. Environmental Protection Agency. 

6 http://neep.org/emv-forum/forum-products-and-guidelines/index#glossary 
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 It is important to clarify that our definition of “realization rate” reflects adjustments to a 

program’s gross energy savings estimate, but does not reflect the impacts of free ridership and 

spillover.  The realization rate is the ratio of project tracking system savings data (i.e., initial 

estimates of project savings) to savings adjusted for data errors and incorporating the evaluated 

or verified results of the tracked savings.  Free ridership and spillover are captured in the net to 

gross ratio to reflect the degree of program induced actions. Specifically, the gross energy 

savings estimate, refined by the realization rate, is adjusted to reflect the negative impacts of 

free ridership and the positive impacts of spillover.   

NTG ratio = (1-Free ridership) + Spillover 

 Various research methods exist for estimating net energy and demand impacts including 

true experimental design, quasi-experimental design and the self-report approach (SRA). The 

SRA method is the most frequently used. As a result, we developed Appendix G to provide 

guidance to help ensure that evaluators comply with best practices when using this approach.  

We do not mandate the use of the SRA method and continue to allow the evaluator to propose in 

their evaluation plans the methods they consider most appropriate to their research goals.   

 
Impact Evaluation Methodologies  

 There are often multiple approaches for estimating the same evaluation variable.  For 

example, operating hours of a CFL in a residential home can be estimated either by a phone 

survey that simply asks residents how long they run their lights, or by metering actual usage.  

The latter approach is dramatically more expensive, but much more accurate. The NAPEE Guide 

(Chapters Four and Five) presents options for selecting approaches to evaluating gross and 

demand energy savings.  The approaches are based on widely accepted standards such as the 

International Performance Measurement and Verification Protocol (IPMVP), which is often 

referenced as a guide to measurement and verification efforts.  A more detailed reference 

document that program administrators might find helpful is the Regional EM&V Methods 

Guidelines, developed by the NEEP EM&V Forum.7

In most cases, the data that is collected includes: 

  

 Energy savings (e.g., annual, seasonal, monthly, and hourly)  
                                                 
7http://neep.org/emv-forum/forum-products-and-guidelines/index#assumptions 
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 Demand savings (e.g., peak, coincident, average, other)  

 Operating hours 

 Persistence of measures - short and long term persistence, as appropriate (e.g., energy 

savings persistence of  an energy management system could drop off sharply in a few 

months if settings are readjusted incorrectly but under normal circumstances, building 

insulation may see little performance decline over many years) 

 Free ridership, spillover, rebound effect, interactions and realization rate  

 In addition to documenting program impacts, another key objective of impact evaluation 

is to provide feedback that can be used to update the “New York Standard Approach for 

Estimating Efficiency Programs – Residential, Multi-Family and Commercial/Industrial 

Measures” (Technical Manual), which is updated periodically to reflect enhancements, additions 

and modifications.  An ongoing, long-term DPS goal is to have the Technical Manual estimates 

and formulas based on results of the impact evaluations of New York’s program portfolio.  In the 

development and implementation of impact evaluation plans, especially those that are measure 

specific, attention should be placed on collecting the data necessary to inform the Technical 

Manual revision process, to the extent possible. 

 While process evaluation is normally the primary source of data to inform 

recommendations for improving program operation and design, experience has demonstrated that 

impact evaluation can also be a useful tool for enhancing energy programs.  For example, in 

developing estimates of program energy savings, an impact evaluation could include interviews 

with managers of multifamily buildings, who in addition to providing insights regarding the 

operation of energy measures within their buildings, might also provide valuable insights for 

improving program effectiveness.  Moreover, impact evaluation can also provide valuable 

insights in other critical ways including enhancing data collection, program tracking and the 

reliability of energy savings estimates. As a result, impact evaluations should, to the degree 

practicable, seek information to serve as the basis for actionable recommendations for program 

improvement and provide specific steps/tasks for implementing the recommendations. These 

objectives should be reflected in evaluation plans. 
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Spillover 

Spillover refers to the energy savings resulting from action by consumers influenced by 

an energy efficiency program, but where the consumers do not receive direct financial or 

technical assistance from the energy program for their spillover savings. Spillover is one of the 

more difficult to measure components of an impact evaluation but, for some programs, it can 

represent a significant percentage of the energy savings. To help guide evaluators in the 

measurement of spillover, Appendix F offers methodological guidance including a discussion of 

the required levels of rigor. 

Process Evaluation 

 The type of data collection process should be described (e.g., mail survey, phone survey 

of non-participants). At a minimum, the following issues should be addressed: 

 Level of customer satisfaction with the program. 

 Effectiveness of the program delivery mechanism from the position of the program 

delivery contractors, program customers, trade allies and other key stakeholders. Did the 

delivery mechanism differ from the program plan? If yes, how and why? 

 Effectiveness of program promotion. 

 Barriers to program participation. 

 Assessment of remaining program potential (e.g., retailers participating in a program to 

increase the percentage of Energy Star appliances might be asked about appliance 

stocking patterns. If the percentage of Energy Star appliances available is high, program 

potential might be low.) 

 Assessment of non-participants. Why didn’t the customer participate? 

 Identify lessons learned and provide specific actionable recommendations for program 

improvement. To the extent possible, the recommendations will include specific 

steps/tasks for implementation. 

 Review program data collection and program tracking systems. 
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 Appendix B of the “SEE Action” Impact Evaluation Guide offers a brief discussion of 

process evaluation.  A more detailed discussion of process evaluation can be found in the 

California Energy Efficiency Evaluation Protocols (p.131).8

 To further enhance process evaluation of New York’s energy programs, detailed process 

evaluation protocols were formally adopted in February 2012 to supplement our Evaluation 

Guidelines.  These protocols (New York State Evaluation Protocols - a supplement to the New 

York State Evaluation Guidelines Updated 2012) were developed under the guidance of the 

EAG, through a contract with the Johnson Consulting Group, managed by the New York State 

Energy Research and Development Authority.  The Protocols are available in the EEPS 

evaluation section of the DPS web page. 

   

http://www.dps.ny.gov/EEPS_Evaluation.html 

 All plans submitted to Staff for review and approval are expected to be consistent with these 

Protocols.   

Minimum Measurement and Statistical Standards 

 The minimum confidence and precision standard for estimates of gross energy 

savings at the program level and for estimates of net energy savings at the program level is set at 

the 90/10 for each. At this level, one can be 90 percent confident that the true gross or net 

savings for the total program is within +/- 10 percent of the ex post estimates of total program 

gross or net savings. The total program net savings, while including the direct effects of a rebate 

or information program, could also include participant and/or nonparticipant spillover. For 

customer surveys, the minimum confidence and precision standard is also set at 90/10, 

assuming a coefficient of variation (CV) of 0.50 for each question. 

The 90% level of confidence measurement target was recommended by EEPS Working 

Group III, which was established to consider evaluation issues as part of EEPS Proceeding.  It is 

also consistent with the guidelines provided in the 1978 Public Utilities Regulatory Policies Act 

(PURPA) for confidence/precision levels to be used when estimating demand.  This is a rigorous 

standard that, depending on the program type and the population size, may prove impractical or 

too costly to achieve. When designing the sample, minimizing sample bias is critically important.  

The value of a rigorous precision and confidence level is dramatically reduced if the sample is 

significantly biased.   For example, technologies, such as call screening and cell phones, have 
                                                 
8  http://www.calmac.org/events/EvaluatorsProtocols_Final_AdoptedviaRuling_06-19-2006.pdf 

http://www.dps.ny.gov/EEPS_Evaluation.html�
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made it more difficult to connect with potential survey respondents and create an unbiased 

sample.  If the 90 percent confidence within +/- 10 precision standard is not realistic, the 

evaluation plan should clearly indicate the reasons it is not practical and offer detailed 

justification for an alternative approach.   

For questionnaires that target program participants and non-participants, the minimum 

standard is also 90 percent confidence within +/-10 precision.  As with the case for gross savings, 

in instances where this is not practical or cost effective, the evaluation plan should offer 

justification and explanation for an alternative level of confidence and precision. 

A more detailed discussion of sampling and uncertainty including addressing multiple 

sources of error and sample weighting is contained in Appendix E. Appendix H offers guidance for 

calculating the relative precision for net program-level electric and/or gas savings.  

 
Residential Behavior Based Energy Efficiency Programs  

Some New York program administrators offer residential behavior based energy 

efficiency programs designed to provide customers with information and encouragement to 

voluntarily alter their behavior to reduce energy usage. This type of program, operating on a 

large scale, is a relatively new design and requires evaluation approaches that often differ from 

those used for assessing more traditional energy efficiency programs.  Regardless of the program 

design, the expectation for rigorous evaluation remains a constant. 

In May 2012, the State and Local Energy Efficiency Action Network (SEEAction) 

released a report providing guidance for estimating savings from residential behavior based 

energy efficiency programs including highlighting best evaluation practices.9

Capturing Impacts Beyond Specific Programs 

  The EAG 

reviewed and adopted these guidelines.  The SEEAction guidelines can be accessed on-line: 

http://www1.eere.energy.gov/seeaction/pdfs/emv_behaviorbased_eeprograms.pdf 

 Evaluation of the EEPS should not be limited to analysis focused only on program 

specific process and impact evaluation because this approach captures only part of the story.  It is 

                                                 
9 State and Local Energy Efficiency Action Network. 2012. Evaluation, Measurement, and Verification (EM&V) of 

Residential Behavior-Based Energy Efficiency Programs: Issues and Recommendations. Prepared by A. Todd, 
E. Stuart, S. Schiller, and C. Goldman, Lawrence Berkeley National Laboratory. http://behavioranalytics.lbl.gov. 
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also important to examine the broader impacts of EEPS, including assessing market dynamics 

(e.g., how is the market evolving?), understanding the effects of emerging technologies (e.g., 

growing use of LED lighting) and monitoring product baselines (e.g., the percentage of homes in 

New York with high efficiency heating equipment).  This type of research can provide numerous 

benefits including insights capable of informing strategic policy decisions, improving program 

design and implementation, and encouraging more rigorous evaluation results. 

In many cases conducting “big picture” research as a statewide or regional effort makes 

sense.  Compared to an individual PA acting alone, a coordinated approach can often result in 

lower costs and more rigorous results. Another potentially valuable option for statewide/joint 

research is to develop best practices for improving evaluation techniques and consistency. This is 

especially important considering the magnitude of the EEPS program portfolio and the large 

number of PAs. 

In October 2011, the Commission endorsed the statewide/joint studies approach by 

stating. “In some cases, evaluation of similar programs and measures will prove more cost 

effective, and potentially more rigorous, if conducted jointly by two or more program 

administrators. To facilitate this approach, up to 33% of total evaluation budgets may be used for 

joint evaluation and research studies approved by the Director of the Office of Energy Efficiency 

and Environment.”10

Ethical and Performance Standards 

 

 Program administrators must take all necessary steps to eliminate the opportunities for 

bias in conducting program evaluations.  This is a critical issue considering that the organization 

responsible for program administration is also responsible for program evaluation.  To protect 

the integrity of the EEPS evaluations, PAs should, to the greatest extent possible, create an 

organizational separation between the program implementation and program evaluation 

functions.  Department Staff will be closely monitoring the evaluation process including 

reviewing key evaluation deliverables (e.g., sampling plans, draft surveys, reports), the quality of 

the work product, and compliance with the EEPS evaluation guidelines.  Staff engages its 

evaluation technical assistance contractor to help to review and assess the PA evaluation plans 

                                                 
10 CASE 07-M-0548 – Proceeding on Motion of the Commission Regarding an Energy Efficiency Portfolio 

Standard. October 25, 2011 
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and related documents.  In addition, Staff occasionally asks the EAG to help to review key 

evaluation documents.  The review form used to assess the content of an evaluation plan is 

provided in Appendix D.  

Program Evaluation Frequency  

 Early program evaluation efforts should focus on process-related issues to serve as an 

early warning system, especially for new programs.  This approach can be used to determine if 

the program is operating smoothly and is responsive to stakeholder objectives and needs as well 

as to identify opportunities to make improvements that can reduce costs and increase program 

effectiveness.  Generally, evaluations focusing on verifying energy savings cannot be completed 

until a sufficient number of projects in a program have been completed and post-installation 

operations can be observed.  As a result of this variability, we are not establishing a rigid 

timetable for process evaluation and impact evaluations.  Generally, we would expect to see 

results as soon as reasonably possible.  A typical timetable would include a process evaluation in 

program year 1, and an impact evaluation in program year 2 or 3.  The number and frequency of 

evaluations that are conducted for a program depend on the type and size of the program, the 

evaluation cost, and other factors, such as the rigor of previous evaluations.  The evaluation 

timetable should be included in the Evaluation Plan. 

Database Management Guidelines  

 A data management system to track EEPS program projects is an integral part of program 

implementation, and collecting the “right data” is important for effective evaluations.  

Therefore, detailed data must be compiled for all EEPS program projects.  The specific 

program-participant level data elements that must be collected for every project and term 

explanations are provided in Appendix B.  The data highlighted in Appendix B is designed to 

guide the program administrator to collect the necessary data to conduct rigorous evaluations.  

The database must also store key evaluation results such as energy savings (gross and net 

savings), cost benefit ratios and participant satisfaction scores.  The program tracking and 

reporting specifications will be subject to a major review in 2011.  For the Department’s 

guidelines on protecting data confidentiality, please see Appendix C. 
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Reporting Formats and Frequency 

 Transparency is a high priority and, therefore, the Commission required PAs to submit 

monthly, quarterly and annual program reports, and directed Staff, in consultation with the EAG, 

to develop reporting guidelines, which are available on the EEPS evaluation web page. A current 

priority is to establish new statewide database and reporting system that will streamline the 

reporting process.  The new database system will be in place in 2013.  While as much data as 

possible should be made public, the EAG will carefully consider data security and confidentiality 

issues.  In addition, Staff and the EAG will ensure that reporting protocols are carefully designed 

to protect against multiple program administrators counting the same energy savings when, for 

example, a NYSERDA audit program recommends a lighting upgrade and the customer 

implements the upgrade with a rebate from a utility program.  In that case, a determination would 

be needed on whether the energy savings should be credited to the audit or the rebate program.   

EEPS Evaluation Web Page 

 More detailed information, including key documents and reports, can be found here: 

http://www.dps.ny.gov/EEPS_Evaluation.html 

 

Additional Sources of Evaluation Information 

There are many helpful resources available to evaluators on the internet. The 
International Energy Program Evaluation Conference web page provides links to many sources. 
       
 http://www.iepec.org/?page_id=32

http://www.dps.ny.gov/EEPS_Evaluation.html�
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Appendix A- Reporting and Accessibility Guidance 
 

Checklist for an Evaluation Plan and Report 
This checklist is designed to serve as a guide for those involved in preparing evaluation plans.  It 
is not all-inclusive list of requirements.  Evaluation plans must include all pertinent information 
required by the guidelines and must offer evaluation designs capable of meeting high standards 
for accountability, accuracy, and usefulness of the evaluation results.  The plans should reference 
that they were designed to be consistent with the Evaluation Guidelines. 
 
Item Content (Please provide plan page numbers for each bullet) 
 
Program Background 

 Describe program under evaluation  
 Explain the program objectives (energy savings, market 

transformation 
 Program theory (logic model, if available)  
 Anticipated savings (highlight program  benefits – energy 

savings, services provided)  
 Program schedule 
 Program budget 

 
Evaluation Approach - General 

 Evaluation goals (primary and secondary) 
 Brief overview of evaluation approach 
 How does the evaluation approach support program goals? 
 Budget  
 Evaluation timetable 
 Staff/consultant resources; list of evaluation contractors. Also 

note selection process  
 Ethical and operational standards 

 
Detailed Evaluation Approach 

 Process evaluation methodology  
 Impact evaluation methodology 
 Net to gross analysis – which factors will be considered (free 

riders, spillover, etc.)  
 Sampling strategies and design 
 Targeted level of confidence and precision 
 Steps to identify and mitigate threats to data reliability 
 Data collection and management process 
 Schedule with deliverable dates 
 Budget priorities by major evaluation activities 
 Evaluation team – key responsible individuals at organization 
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Reporting 

 Frequency and format of status reports 
 Data collection and tracking process 
 Final reports should include sections about: 

• Methodology 
• Key results 
• Recommendations 
• Summary and conclusions 
• Appendices with detailed documentation of all of the 

above 
 
Additional Guidance for Evaluation Reports 
 
In order to be able to judge whether the savings estimates are reliable and can be used for 
planning purposes and assessing progress throughout the State, evaluation reports must be 
reviewable – that is, it must be possible for a reviewer to make an independent assessment of the 
validity of the reported findings.  In order to be reviewable, reports must be clearly written, 
consistently present key variables and statistics of interest, and be easily accessed. For a given 
evaluation, the level of effort in meeting these reporting requirements will vary depending on the 
complexity of the evaluation design with large programs more likely to have more complex 
designs and, by necessity, more complicated and detailed descriptions of their methods. 
 
Discussion of Evaluation Methods 
 
In addition to complying with the methodological standards set forth in the Guidelines, each 
study must also include, as appropriate, the following methodological details: 

• Approach to Estimating Savings. Each important step (one that has a substantive effect on 
the reported savings) in the estimation of key parameters, from data collection, to data 
cleaning, to construction of analysis datasets, to the analysis, and to final estimates, 
should be described in sufficient detail so that the analytical process can be understood by 
another analyst. Such understanding is essential in judging the reliability of the reported 
results. It is not necessary to discuss how each case was handled with respect to the 
various methodological issues.  For example, with respect to outliers, evaluators should 
discuss how outliers were defined and, once those cases that met the definition were 
identified, how they were typically handled (e.g., deletion, weighting, etc.).  These 
descriptions of the methods used to estimating gross and net savings should be included 
in appendices to the report. 

• Multiple Sources of Error (See Figure 1, Appendix E). Depending on the data collection 
and analysis methods used, include a description of the efforts made in the planning and 
implementation of the evaluation plan to address the multiple sources of error including 
survey error and non-survey error, such as: 

• Sampling Error 
 The sample design (e.g., simple random, stratified random and two-stage) 
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 For each key parameter (e.g., energy and demand, realization rates, 
installation rates, etc.): 
- The achieved confidence, relative precision, and 90% confidence 

intervals 
- Population size, 
- Achieved sample sizes, 
- Observed variance, standard deviations, and standard errors, and 

associated formulas. 
 Provide a table containing the detailed disposition of the sample consistent 

with Standard Definitions: Final Dispositions of Case Codes and 
Outcome Rates for Surveys developed by the American Association for 
Public Opinion Research (2009) The following rates should be reported: 
1) Response Rate 1 (RR1) and 2) Response Rate 3 (RR3). Definitions of 
each are provided in the Standard Definitions. Evaluators may report any 
other measures of survey outcomes that they think are important such as 
refusal rates, cooperation rates and contact rates. 

 If the sample design was stratified, describe the methods that were used to 
determine strata boundaries and, if the sample is disproportionate, explain 
why and how the weights were calculated. 

 If any post-stratification was used, describe the methods used to determine 
strata boundaries, how the weights were calculated. 

• Non-Sampling Error 
 Measurement error: For example, report efforts to develop valid and 

reliable questionnaire items (e.g., multiple internal reviews, use of proven 
questions, etc.), pre-test questionnaires, minimize unit and item non-
response (e.g., multiple call backs at different times of day, incentives, the 
use of experienced interviewers, etc.), calibrate instruments for field 
measurements, etc.  

 Non-response bias: The extent of any suspected non-response bias. There 
could be unit non-response in which only a subset of those targeted 
completed the survey. There could also be item non-response in which 
those who completed survey did not answer all the questions. Any 
suspected bias should be reported as well as methods and the assumptions 
underlying these methods to mitigate any bias. 

 Sample frame error: For example, report efforts to construct appropriate 
sample frames, the extent to which the effort was successful and what the 
implication are.  

 Data processing errors: For example, describe the development of QA/QC 
systems to insure accurate collection and storing of data. 
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• Non-Survey Error 
 Modeler error (statistical and engineering): For example, describe efforts to 

provide guidelines for calibration of DOE-2 models using customer billing 
data or efforts to insure that regression diagnostics were routinely conducted 
by all modelers. 

 Internal and external validity11

 Self-selection: Self-selection is such an important threat to internal validity 
that it deserves special mention

. In studies where the effort is designed to test 
causal hypotheses, describe how the selected research design addresses both 
internal and external validity. 

12

 Choosing an inappropriate baseline: Describe the baseline chosen and why it 
was chosen. For example, in a replacement on burnout situation, selecting the 
old equipment as the baseline would overestimate the gross savings.  

. Discuss the extent to which self-selection 
effects are believed to pose a significant threat to the internal validity of key 
findings, providing both empirical findings and/or theoretical reasoning to 
support the conclusions reached.  If self-selection effects are believed to pose 
a significant threat to validity, explain how these were addressed. 

 Statistical conclusion validity: In studies where the effort is designed to test 
causal hypotheses, describe why the statistics used to establish whether the 
independent and dependent variables co vary are appropriate. 

 Data Documentation: While not required to submit the data associated with each 
evaluation report, PAs should be prepared to respond to DPS request for such 
data, particularly for programs with large savings. In anticipation of such request, 
the data associated with statistical and engineering approaches to estimating gross 
and net savings should be well documented. Each key dataset should contain a 
data dictionary and the role it played in the estimation of savings.  

Review of Plans, Reports and other Documents 

If you are resubmitting a plan report or other documents in response to comments from 
Staff, or its contractor team, please provide a clean copy and a red line copy of the revised 
documents to facilitate the review process. If a redline version is not practical because of the 
volume, or the nature of changes, please provide an alternative method to identify the changes. 
An alternative might include a narrative highlighting the changes (e.g., discussion of free riders 
on page 7 was rewritten, math corrected in Table 4). 

                                                 
11 Internal validity refers to inferences about whether the experimental treatments made a difference in a specific 

experimental instance, i.e., it addresses the causes of the outcomes that you observed in your study. External 
validity addresses the ability to generalize the results of a study to other people and other situations (Shadish, 
Cook and Campbell, 2002). 

12 Self-selection refers to situations in which subjects decide the treatment condition they will enter. Self-selection 
bias can occur when selection results in differences in subject characteristics between treatment conditions that 
may be related to outcome differences (Shadish, Cook and Campbell, 2002). 
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Appendix B-Data to be Collected for Program Evaluation Purposes 

For each program, this list contains the data elements to be routinely collected and maintained, as 
applicable, for each measure for each participant in a program.  These data must be maintained in 
electronic form by PAs to measure the progress of their energy efficiency programs.  This 
revised list contains data elements required by the Technical Manual Appendix M and N..  The 
program-tracking database must be maintained at the measure level.  The participant-level data 
will serve as the foundation for the monthly, quarterly, and annual reports required by the DPS.  
There are a number of variables that must be included in any program-tracking database.  These 
should be available to the DPS staff and evaluation contractors within 30 days following a data 
request.  For details on the requirements of the program tracking database for midstream, 
upstream and public awareness program information, please see the reporting manual, which is 
available on the EEPS evaluation web page. 

Table: Variables Required for Participant-Level Program-Tracking Databases for 
Downstream Incentive Programs 

Tracking Database Variables Definition of Variables 
PA/PROGRAM INFORMATION 

Program administrator  Utility or NYSERDA  
Program ID  Program ID will be assigned by DPS at a later date. 
Program name  Program name  

PARTICIPANT INFORMATION 13

Participant first name 
 

Participant first name  
Participant last name  Participant last name  
Participant telephone number  Participant telephone number  
Participant fax number  Participant Fax number  
Participant E-Mail address  Participant E-Mail address  
Service street address  Street address at which measure was installed  
Service city  City in which measure was installed  

Service ZIP code  ZIP code associated with the service street address and 
city  

Weather station assignment number 14 The weather station ID assigned to the participant service 
address   

Account number Utility account number affected by the installation of the 
efficient measures  

Meter number  The meter number associated with the account number 
affected by the installation of efficient measures 

Service turn-on date  The date of service turn for the program participant  
                                                 
13 See Appendix D for the Customer Data Guidelines, which clarify the process for maintaining the confidentiality 

of customer data.  Usually, the participant is the end user (i.e., the person on whose premises the measure was 
installed and who received the rebate). In some cases, the participant could be a building owner who is renting to 
either residential or nonresidential tenants and who receives the rebate for installing measures in apartments or 
offices. 

14 Weather data (heating and cooling degree days) will be obtained from PA-maintained weather stations or from 
NOAA weather stations which have been mapped to customer sites based on ZIP codes. 
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Tracking Database Variables Definition of Variables 
Rate classification  Rate classification  
Site-specific primary NAICS 15 The two-digit NAICS for the affected dwelling/building   
Building type/dwelling type 16 Description of the dwelling or building type   

KEY PROJECT DATES 17

Program application date 
 

18 Program application date   
Application approval date Date on which application was approved  

Post-installation inspection date 
Date on which measure installation was inspected on site 
by program administrator. Note that post-installation 
inspection dates may not be available or they might only 
be available for a sample of program participants.  

Rebate payment date Date on which rebate check was issued.  
MEASURE AND REBATE INFORMATION 

Measure-project name Name of measure  
Measure description Description of the measure  
Measure quantity Quantity of the measure  
Unit description Description of the unit (e.g., tons, square feet, lamp)  
Rebate amount per unit 19 Rebate amount per unit   
Financing amount per unit  Financing amount per unit  

INSTALLATION-TYPE INFORMATION 

Type of Installation (TRC Approach) 

A flag indicating whether the record is a case of normal, 
early, or special circumstance replacement or an add-on 
measure. ER=Early Replacement; NR=Normal 
Replacement; SC=Special Circumstance; AO=Add 
On. 
 

Effective Useful Life (EUL) 

The effective useful life (median number of years that 
measure is expected to remain in use based on national 
data) of the measure being installed, as prescribed by the 
Commission, or, if none prescribed, as estimated by the 
PA. 

                                                 
15 The North American Industry Classification System (NAICS) was developed as the standard for use by Federal 
statistical agencies in classifying business establishments for the collection, analysis, and publication of statistical 
data related to the business economy of the U.S. NAICS replaces the Standard Industrial Classification (SIC) 
system. 
16 A list of common facility or building types or codes (e.g., DOE 2 Model Types; NYSERDA list of facility types) 

is included in the Technical Manual. 
17 The program application date, the application approval date, and the rebate payment date must be provided.  For 

projects in which the application is received, approved, and a rebate is paid to the participant all in the same day, 
the date would be the same for all three variables. 

18 The application date is the date on the application, or if that is missing, the date on which the administrator 
received the application. 

19 PAs could design rebates on various bases (e.g., per bulb, per refrigerator, per pool pump, per ton in the case of 
chillers or per cubic feet for insulation). If incentives are based on performance (whole building or custom 
project), the unit would be "1" and the rebate per unit would be the total rebate received. 



- 24 - 
 

Tracking Database Variables Definition of Variables 

Remaining Functional Period 

For Add-on measures: 
N/A 

For normal, end of life replacements (this includes 
breakdowns prior to and after the EUL): 

N/A 
For early replacements: 

The remaining useful life (RUL), which is the EUL 
minus the actual or estimated age of the old equipment 
in place. For more details, see Appendix M of the 
Technical Manual. 

For special circumstance replacements: 
The default functional period (DFP) which is ¼ of the 
EUL (rounded to the nearest whole number) of the 
efficient measure being installed.  For more details, 
see Appendix N of the Technical Manual. 

Adjusted EUL 

For Add-on measures: 
N/A 

For normal, end of life replacements: 
N/A 

For early replacements: 
That number of years at full savings in which the 
present value of savings approximates that of the dual 
baseline approach set forth in tables in Appendix M of 
the Technical Manual. 

For special circumstance replacements: 
That number of years at full savings in which the 
present value of savings approximates that of the dual 
baseline approach set forth in tables in Appendix N of 
the Technical Manual. 
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Tracking Database Variables Definition of Variables 

Measure Resource cost (including 
installation) per unit  

For add-on measures: 
The full cost of the measure 

For normal, end of life replacements: 
The incremental cost between the currently-on-the-
market standard, minimally-compliant equipment and 
the new, efficient equipment20

For early replacements: 
 

The adjusted full cost of the new efficient equipment.  
For more detail, see Appendix M of the Technical 
Manual. 

For special circumstance replacements: 
The adjusted full cost of the new efficient equipment.  
For more detail, see Appendix N of the Technical 
Manual. 

Ratio of incremental savings to full savings  

 
For add-on measures: 

N/A 
For normal, end of life replacements: 

N/A 
For early replacements: 

For more detail, see Appendix M of the Technical 
Manual. The ratios appear as column headers in the 
tables. 

For special circumstance replacements: 
For more detail, see Appendix N of the Technical 
Manual.  

 

                                                 
20 If PAs can track incremental costs by measure or project in their program tracking databases, they should do so. 

However, this might not always be possible. In some cases, incremental costs for measures may be obtained 
from another source (e.g., the NYSERDA Measure-Level Database) and assigned to individual measures. 
Because it is assumed that PAs have reviewed the incremental costs of measures they promote as part of the 
technology screening process, the identification of incremental costs is expected to be relatively straightforward. 
Note that there may be some cases in which the installation costs of the efficient equipment are larger than the 
installation costs of the standard equipment. The formula for estimating incremental costs should be 
documented. 
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Tracking Database Variables Definition of Variables 

Ratio of incremental costs to full costs  

For add-on measures: 
N/A 

For normal, end of life replacements: 
N/A 

For early replacements: 
For more detail, see Appendix M of the Technical 
Manual. The ratios appear as column headers in the 
tables. 

For special circumstance replacements: 
For more detail, see Appendix N of the Technical 
Manual.  

 
PROJECT SAVINGS INFORMATION 

Estimated gross first-year kWh savings per 
unit21

For add-on measures: 

 

Use full first-year gross first-year kWh savings per 
units 

For normal, end-of-life replacements: 
Use incremental gross first-year kWh savings per unit 

For early replacements: 
Use full first-year gross first-year kWh savings per 
units 

For special circumstance replacements: 
Use full first-year gross first-year kWh savings per 
units 

 
Source of Estimated First-Year Gross 
Savings 

Enter “TM” for calculations based on Technical Manual, 
“C” for custom measures, or “O” for calculations based 
on some other database. 

  Variance from Technical Manual 

For measures in the Technical Manual, what is the ratio 
(e.g., 0.80 or 1.0 if no difference) of the gross first-year 
savings reported above to the gross first-year savings 
calculated using the Technical Manual. If measure not in 
the Technical Manual, enter “NA.” 

                                                 
21 Gross savings are defined as the change in energy consumption and/or demand that results directly from program-

related actions taken by participants in the DSM program. The gross savings reported by the PAs are referred to 
as ex ante values since they have not been adjusted by ex post (after measure installation) evaluation efforts. If 
the project is a custom measure then all savings can be at the project level rather than per unit. 
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Tracking Database Variables Definition of Variables 

Estimated gross first-year on-peak kW 
savings per unit (NYISO) 

For add-on measures: 
Use full first-year gross kW savings per units 

For normal, end-of-life replacements: 
Use incremental first-year gross kW savings per unit 

For early replacements: 
Use full first-year gross first-year kW savings per 
units 

For special circumstance replacements: 
Use full first-year gross first-year kW savings per 
units 

 

Estimated gross first-year therm (natural 
gas) savings per unit  

For add-on measures: 
Use full first-year gross first-year therm savings per 
units 

For normal, end-of-life replacements: 
Use incremental gross first-year therm savings per unit 

For early replacements: 
Use full first-year gross first-year therm savings per 
units 

For special circumstance replacements: 
Use full first-year gross first-year therm savings per 
units 

 
Net-to-gross ratio 22 Net-to-gross ratio   
Estimated net first-year kWh savings per 
unit 23 Estimated net first-year kWh savings per unit  
  Estimated net first-year on-peak kW 
savings per unit (NYISO)  

Estimated net first-year on-peak kW savings per unit 
according to NYISO peak, as defined in the Technical 
Manual.  

Estimated net first-year therm savings per 
unit  Estimated net first-year therm savings per unit  

Gross coal savings per unit  Gross coal savings per unit consistent with the gross first-
year savings per unit reported above. 

Gross kerosene savings per unit  Gross kerosene savings per unit consistent with the gross 
first-year savings per unit reported above. 

Gross oil savings per unit  Gross oil savings per unit consistent with the gross first-
year savings per unit reported above. 

Gross propane savings per unit  Gross propane savings per unit consistent with the gross 
first-year savings per unit reported above. 

                                                 
22 Program Administrators should use the NTGR value (0.90) in the current Technical Manual, unless Staff has 

accepted a more appropriate value from a study on a case by case basis. The goal of the default NTGR is to 
establish a consistent starting point for all PAs.  

23 Net savings are the total change in load that is attributable to the utility DSM program. This change in load may 
include, implicitly or explicitly, the effects of spillover, free riders, state or federal energy efficiency standards, 
changes in the level of energy service, and natural change effects. The net savings reported by the PAs are 
referred to as ex ante values since they have not been adjusted by ex post (after measure installation) evaluation 
efforts. 
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Tracking Database Variables Definition of Variables 
Gross water savings per unit Gross water savings per unit consistent with the gross 

first-year savings per unit reported above. 
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 Commissioners 
  

 
     May 1, 2011 
     Revised December 21, 2012 
 
Via E-Mail 
Evaluation Advisory Group 
 
Dear Sir/Madam: 
 
 On June 12, 2009, I wrote to you to provide guidance for the proper collection and 
handling of customer energy consumption data for EEPS/SBC program evaluation purposes.  
The Customer Data Guidelines (guidelines) were developed to clarify the process for 
maintaining the confidentiality of customer data and specifically addressed customer energy 
consumption data that would be analyzed to estimate the energy savings resulting from 
EEPS/SBC programs.  
 
  On May 1, 2011, in response to concerns expressed by EEPS/SBC program 
administrators and the Evaluation Advisory Group, Staff revised these guidelines to allow 
utilities administering EEPS programs to provide program non-participant contact information to 
their evaluation contractors under specific circumstances and restrictions. Data from non–
participants can help us to more fully understand a program’s strengths and weaknesses 
including insights into why some customers chose not participate.  This type of information can 
play an important role in achieving the Commission objective of reliable and rigorous evaluation, 
and providing results that can lead to better and more cost effective programs. 
 
 To advance our goal of rigorous program evaluation, we have further revised these 
guidelines to allow the New York State Energy Research Development Authority (NYSERDA), 
and its evaluation contractors, access to non-participant contact information under the same 
circumstances and restrictions we specify for utility program administrators. This is an important 
step forward in streamlining and strengthening NYSERDA’s evaluation process for assessing not 
only their own program portfolio, but also managing statewide evaluation efforts on behalf of all 
EEPS program administrators. 
  
 



 

 -2-   

 The revised guidelines are attached.  If you have any comments or questions, please 
contact Bill Saxonis at william_saxonis@dps.ny.gov or 518-486-1610. 
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Customer Data Guidelines 
 

REVISED - APRIL 2011 
REVISED – DECEMBER 2012 

 
 Analyzing utility customer energy consumption data is often a cost effective approach 
for documenting energy savings from System Benefits Charge (SBC), Energy Efficiency 
Portfolio Standard (EEPS), and other Commission-approved energy efficiency programs.  
Customer energy consumption data is collected before and after energy actions are 
implemented and statistically analyzed (e.g., adjusted for variables such as weather) to 
produce estimates of energy savings.  This approach can provide valuable data at a lower cost 
than site visits or end use metering.  While customer data may facilitate rigorous and cost 
effective evaluation, priority must be given to protecting the consumer’s privacy and data.  
 
 Staff has developed guidelines for securing customer consent and maintaining 
confidentiality of customer data. These guidelines should be followed by program 
administrators and their evaluation contractors seeking access to customer energy 
consumption data.   
 

Customer Consent Form 
 

 To ensure that the customer knowingly agrees to disclose his/her confidential data, 
the program administrator should furnish to program participants a form authorizing the 
release of certain specifically enumerated customer data to the program administrator and, if 
applicable, the evaluation contractor.  The availability of customer data must be limited to 
the minimum data necessary to conduct the evaluation, consistent with evaluation guidelines 
approved by DPS evaluation Staff.  This data could include consumption data, but may not 
include payment histories.  A customer signature or the equivalent (i.e., an electronic 
signature) is required.   The consent form should explain that the data will be used only for 
program evaluation purposes, confidentiality will be strictly protected, and results will only 
be reported in the aggregate.  The customer consent language should be displayed 
prominently, directly above the customer’s acceptance signature, if possible. The consent 
form should be included as part of the program application material.   
 
 To further facilitate the evaluation process, the consent form should also include 
language requiring program participants to agree to cooperate with activities designed to 
evaluate program effectiveness, such as responding to questionnaires and allowing on-site 
inspection and measurement of installed program supported measures. 
 
Utility-Evaluator Confidentiality Agreement 
 

 Program evaluators contracted by an EEPS or SBC program administrator must sign 
an agreement with the utility providing the data that states that they will keep customer 
information, including energy consumption data, confidential at all times.  The agreement 
must specify how the data will be used and reported and explain the process for disposing 
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of the data at the conclusion of the evaluation project.  Program evaluator agreements 
should be submitted as part of the evaluation plans approved by Staff.  Key components of 
the agreement must include: 
 
1) The  contractor will maintain the confidentiality of all customer data; 
 
2) All customer information provided to the contractor will be used solely to evaluate energy 

efficiency programs consistent with the agreement;    
 
3) Customer information will be safeguarded from unauthorized disclosure with all 

reasonable care;   
 
4) At the conclusion of the evaluation project, or if the program administrator and 

evaluator end their business relationship, the evaluator will return to the utility all 
customer information (including any data or analyses generated from the data) and/or 
provide proof to the utility that the data was destroyed;  

 
5) If the program evaluator and/or the program administrator is affiliated with or doing 

work for any retail energy business interest, then the program evaluator must provide 
specific details on the program evaluator’s internal security arrangements that will keep 
the customer data secure from employees involved in unregulated retail energy business 
related activities in the service territory from which the data was extracted; and   
 

6) Each program evaluator that receives customer information must agree to indemnify the 
providing utility from any and all harm that may result from the inappropriate release of 
customer information by the program evaluator or its representatives.   

 
Non-Participant Customer Information 
 
 Analysis of program non-participant energy consumption data can play a key role as a 
control against which to measure the participant group results, including helping to identify 
naturally occurring energy efficiency.  In other cases, non–participants may be surveyed to 
more fully understand a program’s strengths and weaknesses. The evaluator would need to 
clearly articulate and justify the need for and uses of the data to the customer’s utility and 
Staff.  
 
 The Department recognizes that obtaining consent forms from non-participants could 
be a burden on program administrators.  To facilitate quality evaluations and ensure that 
evaluations are implemented in a cost effective manner, the exchange of personally 
identifiable information for non-participants between a utility and its evaluation contractor 
will be permissible under the circumstances and restrictions described here.  
 
 Utilities may provide non-participant utility customer information to their program 
evaluation contractors without a consent form provided that the data is made available 
pursuant to a written confidentiality agreement, including all of the provisions described 
above.  The evaluation contractor must agree to only use the customer information that it 
receives for the evaluation purposes specified in the evaluation plan approved by Staff.   
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When possible, the information shall be redacted by the customer’s utility to remove 
all customer-identifying data and to only provide consumption information identified by 
generalized category such as service class, customer type (e.g., single family) or location 
(e.g., Manhattan).  In instances when, after the redacting process,  a customer might still be 
identifiable (e.g., the customer is the single large industrial customer in a small service 
territory), the utility should seek customer consent for inclusion of the information in the 
evaluation process through a signed customer consent form or exclude the information from 
the evaluation process.   
 
 For evaluation surveys requiring personally identifiable customer information, the 
utility may provide such information to (1) its contractors, and (2) NYSERDA and its 
contractors, provided the following requirements are met.  The utility evaluation contractor 
or NYSERDA must demonstrate to the providing utility that the information is needed to 
complete the specific evaluation survey for which it is requested.  The evaluation contractor 
must also demonstrate that the information sought is the least amount necessary, both in 
terms of number of customers and level of detail for each customer, to complete the 
relevant evaluation survey.   
 

Information to be provided by a utility without prior customer consent should never 
include payment history or detailed usage history.  Usage history, if provided at all, shall be 
limited to general categories of usage (e.g. commercial customers using over 100 kW) and 
shall only be provided when necessary to ensure evaluation surveys are sufficiently 
targeted.  Details of the customer information that will be provided to program evaluators, 
including the exact type of information, the type of evaluation survey for which it will be 
used, sample sizes and sampling techniques shall be contained in the evaluation plans 
approved by Staff.   

 
If a customer, whose personally identifiable information has been provided to an 

evaluation contractor without prior written consent, indicates that he/she is unwilling to 
participate in evaluation activities, or otherwise wishes not to be contacted in relation to 
program evaluation, the evaluation contractor must report such to the utility within a 
reasonable time.  The utility will compile and maintain a “do not contact” list and refrain 
from including any customers on that list in future evaluation activities.   
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Appendix D - DPS Evaluation Plan Review Form  
 
The following form is a template used by the Staff and evaluation contractors as a guide to 
evaluate PA evaluation plan performance and conformance with the Evaluation Guidelines. 
 

DPS Evaluation Plan Review Form for 
Review of the EM&V Work Plans 

 
Name of Person Doing Review:  
Administrator Name:   ________________________________________                             
Program Name(s):      ________________________________________                         
Contact Individual at administrator:  _____________________________ 
Contact phone/E-mail:  ( ___ ) ___  - _____ 
Program Implementer:   ______________________________________ 
Evaluation Contractor:   ______________________________________ 
Evaluation Plan Received (Date):  ______________ 
Review Returned (Date):  ____________________ 
Program Budget:       $ ___________ .00 
Five percent of the program budget: $ __________.00 
Evaluation Budget as $ _____________   & Percent of Program Budget:       % 

 
Summary 

Overall Comments on Plan:   
____________________________________________________________ 
____________________________________________________________ 
____________________________________________________________ 
 
Recommended to accept without additional changes:   ___Yes           No  
(If no, complete the following “changes needed” section) 

 
Changes Needed    (Be specific about what must be addressed in revised draft) 

1. ______________________________________________________                                                                                             
2. ______________________________________________________ 
3. ______________________________________________________ 

 
 

Specific Areas of Comment 
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The follow table is provided to record specific issues and concerns during the review 
process that help amplify and explain the above comments. 
(Rows without entries are determined to be acceptable) 

DPS Evaluation Plan 
Review Subject 

Comment or Explanation of Issue 
 (Be brief and focused as possible) 

Is this critical 
to be 

corrected 
before 

approval? Y/N 

Overall Comments 

Planned inclusion of 
DPS at critical steps 

  

Overall detail and 
clarity of plan 

  

Clarity of task 
descriptions  

  

Adequate 
independence of 
evaluation contactors 

  

Draft and final 
reporting dates meet 
DPS needs 

  

Plan follows DPS 
protocols and 
guidelines 

  

Impact Evaluation 

Overall impact 
evaluation methods 
and approach 

  

Approach for 
estimating kWh 
savings 

  

Approach for 
estimating peak kW 

  

Approach for 
estimating total natural 
gas savings 

  

Approach for peak gas 
savings24

 
 

 

IPMVP Option or 
justification for not 

  

                                                 
24 Peak Gas is defined as the therm savings over a 24 hour period for which the mean temperature for that day is 

zero degrees Fahrenheit.  Gas consumption does not increase after this point in NY (as the mean temperature 
goes below zero). 
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meeting IPMVP 

Approach for field 
measurements and 
verification 

  

Baseline setting 
approach for impact 
assessment 

  

Sampling plan or 
sampling approach for 
impact assessments - 
adequacy, non-biased 
(for each data 
collection element), 
representativeness 
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Program Cost-effectiveness 
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Market Effects and Spillover 
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Market Assessments 
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Other market 
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Provide Ongoing Feedback and Guidance 

Process for getting 
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fast enough to be 
useful in the current 
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Process Evaluation 
Overall process 
evaluation methods 
and approach 

  

Adequacy of 
researchable issues 

  

Degree of focus on 
improving program 
operations and 
effectiveness 

  

Data collection 
approaches and efforts 

  

Survey and interview 
processes and 
approaches for 
participants and non-
participants  

  

Reviews of operations, 
efforts and approaches 

  

Sampling approach 
and adequacy 

  

Provide Ongoing Feedback and Guidance 
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documenting and 
providing early results 
to administrators 
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Observations on Cost of Effort 
   

   

Ability of the evaluation to inform technology-specific TRM change considerations, 
if appropriate. 
   

   

Other Comments or Issues 

   

   

 
 
Revised Plan Review Comments 
To be completed after revised plan is submitted. 
___________________________________________________________________
___ 
 
 
Are recommendations included in Revised Plan  ___Yes   ___ No 
 
Recommendations not included in Revised Plan:                                                                                                         
_________________________________________________________ 
_________________________________________________________ 
_________________________________________________________ 
 
Reasons provided by administrator for not including changes: 
___________________________________________________________________
___________________________________________________________________
______ 
 
Have concerns been satisfactorily addressed   ___Yes   ___ No 
If no, explain below. 

1. Put in issue here 
2. Put in issue here 
3. Put in issue here 
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Appendix E 
Sampling and Uncertainty 

The purposes of this Appendix to the Evaluation Plan Guidance for EEPS Program 
Administrators (Guidelines) is to underscore certain methodological principles regarding the 
reliable estimation of savings, i.e., estimates that are reasonably precise and accurate, and to 
provide additional guidance based on DPS reviews of evaluation plans and completed 
reports. 
 
Addressing the Multiple Sources of Error  

In the design and implementation of any impact evaluation design, evaluators should attempt 
to cost-effectively mitigate various sources of error in estimating savings. Figure 1 presents a 
typology of some of the most important sources of error.  

Figure 1: Sources of Error in Estimating Energy and Demand Savings  

 
 
With respect to sampling error, for program-level samples, the minimum standards for 
confidence and relative precision) were set in the Guidelines at 90/10 for estimating gross 
energy savings and for customer surveys at the program level. The Guidelines note that if 
the planned or achieved confidence and precision could not or did not meet the 
90/10standard, the plan or final report should clearly indicate the reasons it was not practical 
and offer a detailed justification. In the Guidelines, the specific approaches to sampling are 
left up to the evaluator.  For example, one can choose from a variety of sample procedures 
recognized in the statistical literature, such as sequential sampling, cluster sampling, 
stratified random samples, and stratified ratio estimators.  Any of these, and others, could be 
appropriate depending on the circumstances. There are many available books on sampling 
techniques that can be used as reference, including Cochran (1977),  Thompson (2002), 
TecMarket Works (2004 and 2005), and Sarndal et al. (1992). 

Total Survey Error

Sampling Non-Sampling

Total Error

Non-Survey Error

Measurement errors
Non-response errors
Frame errors
Processing errors

Modeler error (statistical and engineering)
Low Internal and/or external validity
Choosing an inappropriate baseline
Low statistical conclusion validity
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However, in any given study, the potential for bias could be much more important than 
sampling error (Groves, 2004; Biemer et al., 2004; Lyberg et al., 1997; Biemer and Lyberg, 
2003; Lessler and Kalsbeek, 1992; Sonnenblick and Eto, 1995; California Evaluation 
Framework, 2004; California Protocols, 2005).  Unfortunately, some evaluators make the 
mistake of focusing almost exclusively on reducing sampling error by insisting on large 
samples while devoting relatively little attention to addressing the many other sources of 
error. As a result, some studies achieve a high level of confidence and precision around a 
biased estimate which compromises the objective of obtaining reliable estimates of energy 
and demand impacts. As appropriate, evaluators should attempt to mitigate the various 
sources of error in their evaluations.  To do so, the evaluator must have the flexibility to 
respond to data issues as they arise in order to maximize the reliability of the savings 
(Sonnenblick and Eto, 1995; California Evaluation Framework, 2004; California Protocols, 
2005). 

Thus, given the multiple sources of error and real world budget constraints, evaluators are 
frequently forced to make tradeoffs in the planning and/or implementation of an evaluation 
resulting, in some cases, in reduced sample sizes and lower confidence and precision or to 
seek additional funding for the study. Below are listed a few examples: 

• A program might be so small that expending scarce evaluation dollars to achieve the 
90/10 level of confidence and precision might not be cost-effective. 

• The expected savings could be so uncertain that more evaluation dollars must be 
allocated to on-site M&V in order to achieve more accurate estimates of savings. 

• The expected or observed non-response rate could be so high that evaluation dollars 
must be allocated to address potential non-response bias. 

• In screening for particular types of customers (e.g., those who have purchased an air 
conditioner in the last year), the actual incidence could be so low that the planned 
sample size cannot be achieved.  

• In some cases, the evaluator might have underestimated the actual variability in a 
given parameter in the population (e.g., savings, satisfaction, etc.) making it 
impossible to achieve the target with the planned sample size.  

• After the plan is approved, the client might decide to increase the level of on-site 
M&V to improve the accuracy of energy and demand estimates thus forcing the 
evaluator to reduce the sample size.  

In their evaluation plans and final reports, evaluators should clearly explain how they 
addressed the relevant sources of error and their rationale for allocating evaluation dollars to 
address them.    
Weights 

In the design and implementation of any sample, there are various situations when weights 
must be calculated to correct for differential selection probabilities, to adjust for unit non-
response, for post-stratification, or for various combinations of these (Skinner et al., 1989; 
Groves et al., 2004; Kish, 1965; Cochran, 1977; Lee et al., 2006). Because the correct 
calculation and application of weights are critical, evaluators must clearly explain: 
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• Why weighting is or is not necessary, 
• The information used to calculate the weights, and 
• The formulas used to calculate the weights. 

Such detailed information can be included in a technical appendix to the final report.   
Detailed Guidance 

More detailed guidance is provided below on topics noted during reviews of PA impact 
evaluation plans and reports:  
1. When sampling supply-side market actors, define the target population appropriately so 

that its members are reasonably homogeneous in terms of their fundamental role in the 
market.  This is, of course, a matter of degree, and to some extent heterogeneity is exactly 
what sampling is intended to help manage.  For example, one would not want to define 
the population as something as specific as lighting contractors with 10-25 employees who 
do 50-75% of their work in the commercial sector.  But at the same time, it typically 
would not be appropriate to define the population as all supply-side actors who have any 
potential for involvement in the program, because unless the program itself targets a very 
specific niche, this is likely to include fundamentally different kinds of players, causing 
summary statistics to have little meaning.  

2. Because there are large variations in the size of different market participants within the 
same category, often it is desirable to oversample larger players in order to enhance 
sampling efficiency, and then to down-weight these larger players in the analysis stage in 
order to ensure accurate representation of the population.  There are standard statistical 
methods for doing this effectively assuming adequate information is available on the size 
distribution in the market (see TecMarket Works (2004) and Cochran (1977) for 
discussions of stratified sampling by size). 

3. Give thought in advance to what characteristics of the market are being investigated, and 
shape the weighting schemes accordingly.  If the research goal is to represent overall 
activity and/or transactions in the market, it will generally be desirable to weight by size, 
reflecting the fact that each large player makes a much larger contribution to overall 
market activity than does each small player.25

                                                 
25 Note that weighting by size in order to accurately reflect the disproportionate contributions of large market 

players to overall market activity and weighting based on size in order to account for over-sampling of large 
players done for purposes of sampling efficiency are fundamentally distinct issues.  The latter is done as part 
of an overall sampling strategy that includes differential sampling rates for different size categories and is 
done in order to enhance sampling efficiency.  Such weights are referred to as stratum or expansion weights. 
The former is done in order to capture an accurate representation of total market activity, may occur 
regardless of whether or not large players have been over-sampled for purposes of sampling efficiency, and 
may be applied only to certain analyses.  These weights are the same as those used to calculate weighted 
means. It is possible for both types of size-related weighting issues to arise in the same study, and even for 
the purpose of the same analysis.  When both types of weighting occur in the same study, it is important to 
maintain conceptual clarity about these differences. 

  When the objective is to represent the 
overall firmographics of the population, then one should not weight by size.  Because the 
same study often incorporates multiple research objectives, it may be appropriate within a 
single study to weight by size for some analyses and to not weight by size for others. 



 

 xii 

4. In forecasting likely precision and estimating needed sample sizes, consider the potential 
need to disaggregate the results for individual sub-sets of the overall population.  It is 
relatively unusual for the analysis of an evaluation dataset to begin and end with the 
overall population.  More often there are certain researchable questions for which only 
subsets of the population are of interest, and other questions that require contrasts 
between different subsets.  When this is the case, the expected precision for the sample as 
a whole is not a good predictor of the reliability of the results, and a sample that is 
designed solely around precision objectives for the population as a whole is likely to 
provide results that are more uncertain than may be desired at various levels of 
aggregation.  Subject to budget constraints, sample designs should therefore take into 
account what types of sub-population analyses and contrasts are likely to be of interest.  

5. When there is great uncertainty regarding the overall population size, use the survey 
itself (to be more specific, typically the screener question(s)) to refine understanding of 
that issue.  The sources available for the development of a sample frame does not always 
allow the researcher direct access to the population of interest.  Often it is necessary to 
contact a broader set of respondents, using an up-front screener to identify those who 
genuinely fall into the target population.  This tends to be particularly true of surveys of 
supply-side actors that use commercial databases such as Dun & Bradstreet.  When this 
occurs, it is critical to use the results of the screener questions to refine the researchers’ 
understanding of the size and firmographic characteristics of the target population.  Such 
analyses can inform both the current study and future studies of the same market.  A 
corollary is that it is often important to design screener questions in such a manner that, 
before non-qualifying cases are terminated, enough data are collected from them to use in 
refining understanding of the target population. 

6. Comparisons between two or more subsets of the overall sample (e.g., upstate versus 
downstate New York) that do not take appropriate account of sample definition and 
weighting issues as discussed above have significant potential to produce spurious 
results.  If a sample includes cases from what are in reality multiple fundamentally 
distinct populations, or cases that are not weighted appropriately to reflect differential 
sampling rates, then comparisons between key subsets of the sample will likely be 
inappropriate due to the potential for differences in the composition of the subsamples 
being compared. For example, if a single statewide sample includes both distributors and 
contractors, and if distributors tend to be disproportionately based upstate, then the results 
of unadjusted comparisons between upstate and downstate may simply reflect differences 
between distributors and contractors rather than meaningful differences between regions. 

7. Beware of the tendency for samples of the general population of supply-side actors to 
result in a disproportionate number of participants due to differential acceptance rates.  
This tendency may call for financial incentives for cooperation with data collection 
activities, particularly for non-participants. 



 

 xiii 

REFERENCES 

Biemer, Paul P., Robert M. Groves, Lars E. Lyberg, Nancy A. Mathiowetz, and Symour 
Sudman. (2004). Measurement Error in Surveys. Hoboken, New Jersey: John Wiley & Sons, 
Inc. 
Biemer, Paul P. and Lars E. Lyberg. (2003). Introduction to Survey Quality. Hoboken, New 
Jersey: John Wiley & Sons, Inc. 
Cochran, William G. (1977). Sampling Techniques. New York: John Wiley & Sons. 
Enders, Craig K. (2010). Applied Missing Data Analysis. New York: Guilford Press.    
Groves, Robert M., Floyd J. Fowler Jr., Mick P. Couper, James M. Lepkowski, Eleanor 
Singer, and Roger Tourangeau. (2004). Survey Methodology. Hoboken, New Jersey: John 
Wiley & Sons. 
Groves, Robert M. (2004). Survey Errors and Survey Costs. Hoboken, New Jersey: John 
Wiley & Sons, Inc. 
Kish, Leslie. Survey Sampling. (1965). New York: John Wiley & Sons. 
Lee, Eun Sul, Ronald N Forthofer, Ronald J. Lorimor. (2006). Analyzing Complex Data 
(Quantitative Applications in the Social Sciences - #71). Newbury Park, CA: SAGE 
Publications. 
Lyberg, Lars, Paul Biemer, Martin Collins, Edith de Leeuw, Cathryn Dippo, Norbert 
Schwarz, and Dennis Trewin. (1997). Survey Measurement and Process Quality. New York: 
John Wiley & Sons. 
McKnight, Patrick E., Katherine M. McKnight, Souraya Sidani, and Aurelio Jose Figueredo. 
(2007). Missing Data: A Gentle Introduction. New York: Guilford Press.   
Sarndal, Carl-Eric, Bengt Swensson and Jan Wretman. (1992). Model Assisted Survey 
Sampling. New York: Springer-Verlag. 
Skinner, C. J., D. Holt and T. M. F. Smith. (1989). Analysis of Complex Surveys. New York: 
John Wiley & Sons. 
Sonnenblick, Richard and Joe Eto. (1995). Calculating the Uncertainty in Estimates of DSM 
Program Cost-Effectiveness. International Energy Program Evaluation Conference: Chicago, 
IL. pp. 759-768. 
TecMarket Works. (2004). The California Evaluation Framework. Prepared for the Southern 
California Edison Company.   
TecMarket Works Team. (2006). California Energy Efficiency Evaluation Protocols: 
Technical, Methodological, and Reporting Requirements for Evaluation Professionals.  
Thompson, Steven K. (2002). Sampling. (2nd Ed.). New York, N.Y.: John Wilson 
 

 
 
 
 
 
 
 
 
 
 



 

 xiv 

Appendix F 

Program-Level Participant and Nonparticipant Spillover Guidance 

1. Introduction 
The purposes of this Appendix to the Evaluation Plan Guidance for EEPS Program 
Administrators (Guidelines) are to underscore certain methodological principles regarding 
the reliable estimation of spillover savings, i.e., estimates that are reasonably precise and 
accurate, and to provide additional guidance based on DPS reviews of evaluation plans and 
completed reports.   
The Guidelines define spillover as:  

. . . the energy savings associated with energy efficient equipment installed by 
consumers who were influenced by an energy efficiency program, but without 
direct financial or technical assistance from the program. Spillover includes 
additional actions taken by a program participant as well as actions undertaken by 
non-participants who have been influenced by the program.  

This definition is consistent with the somewhat more detailed definition contained in the 
California Energy Efficiency Policy Manual (2008):  
 

Reductions in energy consumption and/or demand in a utility’s service area caused by 
the presence of the DSM program, beyond program related gross or net savings of 
participants. These effects could result from: (a) additional energy efficiency actions 
that program participants take outside the program as a result of having participated; 
(b) changes in the array of energy-using equipment that manufacturers, dealers and 
contractors offer all customers as a result of program availability; and (c) changes in 
the energy use of non-participants as a result of utility programs, whether direct (e.g., 
utility program advertising) or indirect (e.g., stocking practices such as (b) above or 
changes in consumer buying habits)." Participant spillover is described by (a), and 
nonparticipant spillover, by (b) and (c). Some parties refer to non-participant spillover 
as “free-drivers.” (TecMarket Works Team, 2006) 

 

Some evaluators subdivide participant spillover into “inside” and “outside” spillover. Inside 
spillover occurs when, due to the project, additional actions are taken to reduce energy use at 
the same site, but these actions are not included as program savings. Outside spillover occurs 
when an actor participating in the program initiates additional actions that reduce energy use 
at other sites that are not participating in the program.26

                                                 
26 It is worth noting that one implication of all of these definitions is that how a piece of savings is classified 

may depend in part on the objectives of the program and what outcomes the program has chosen to track.  
As a key example, program influence achieved through the provision of technical information (henceforth 
called information-induced savings for shorthand) is clearly a legitimate source of savings, but, depending 
on the specifics of the situation, could end up being classified either as in-program savings, participant 
spillover, or non-participant spillover.  If the provision of information is considered sufficiently central to 
the program objectives for the program to directly track this outcome, then information-induced measures 
may be classified as in-program savings.  If information-induced measures are not tracked but are adopted 
by participants who also adopted rebated measures, and thus entered the tracking system, then they may end 
up being classified as participant spillover.  If untracked information-induced measures are adopted by end-
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Because causality is inherent in the very definition of spillover, the spillover savings are 
inherently net. 
 

The Guidelines further explain that free ridership and spillover are captured in the net-to-
gross (NTG) ratio to reflect the degree of program-induced actions. Specifically, the 
gross energy savings estimate, refined by the realization rate, is adjusted to reflect the 
negative impacts of free ridership and the positive impacts of spillover. Equation 1 
illustrates this adjustment. 
 

NTG ratio = (1-Free ridership) + Spillover    Equation 1 
 
Clearly, ignoring spillover results in a downward bias in the NTG ratio. 
 
While underscoring the importance of spillover and supplying important methodological 
references, the Guidelines provide no additional guidance for estimating spillover. The goal of 
this Appendix is to provide these general guidelines for estimating both participant and 
nonparticipant spillover. 27

2. Key Decisions for Evaluators 

  

Before evaluators decide to estimate spillover, they must make a number of critical decisions: 
 

a. Will the evaluation address participant spillover, nonparticipant spillover, or both? 
b. Does the size of the expected savings warrant the expenditure of evaluation funds 

needed to estimate these savings at an appropriate level of reliability? 
c. Which of the two levels of methodological rigor discussed in these guidelines, 

standard or enhanced, should be used? 
d. Will spillover be estimated based on data collected from end users, those upstream 

from end users (e.g., vendors, installers, manufacturers, etc.), or both? 
e. What is the level of aggregation? Although participant spillover is always estimated 

at the program level, if an evaluator is attempting to estimate nonparticipant 
spillover, will the evaluator estimate it at the program level or the market level? One 
potential reason for estimating nonparticipant spillover at the market level is that, in 
some circumstances, reliably teasing out the spillover savings attributable to one 
specific program among many may be nearly impossible due to the difficulty 
nonparticipants may have in attributing any of their installations to a specific 

                                                                                                                                                       
users who did not also adopt a measure for which they received a rebate, then they may be classified as non-
participant spillover.  While all of this suggests that the precise meaning of these terms can be somewhat 
specific to the situation, this document is intended to provide methodological guidance that is resilient in the 
face of such distinctions. 

 
27 While the spillover guidance provided in this Appendix focuses entirely on estimating benefits, PAs should 

not forget that they must also estimate the incremental costs associated with each spillover measure. Both 
the benefits and costs of spillover measures must be included in the total resource cost (TRC) test and the 
societal test.  
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program. In such a case, evaluators can choose to conduct market effects studies 
which include naturally occurring adoptions, program-rebated adoptions, participant 
and nonparticipant spillover, other program effects that cannot be reliably attributed 
to a specific program (e.g., upstream lighting programs and the effects of the 
portfolio of programs on such things as increases in the allocation of shelving space 
to efficient measures), and other non-program effects due to such factors as DOE 
Energy Star, programs funded by the American Recovery and Reinvestment Act 
(ARRA) and the gradual non-program induced evolution of the market in terms of 
attitudes, knowledge and behavior regarding energy efficiency. The net savings 
resulting from market effects studies must be included in the portfolio-level benefits-
costs analyses. 

f. If an evaluator decides to conduct a market effects study, then they must decide 
whether the study should be focused on the region targeted by a given PA, multiple 
regions or even the entire state.  
 

Once these questions are answered, evaluators can then use these guidelines in estimating 
spillover. 

3. Program-Specific Methods 

3.1. Level of Rigor 
Various types of spillover can be estimated using data collected from participating and 
nonparticipating end users and from participating and/or nonparticipating market actors 
upstream from the end users (e.g., vendors, retailers, installers, manufacturers). These 
savings can also be estimated at varying levels of methodological rigor. Program 
administrators should propose whether a given spillover analysis should receive standard or 
enhanced treatment.  DPS will review PA proposals and make a determination based on the 
value of the data balanced against the cost of the research.  The primary criterion for whether 
a given spillover analysis is subject to standard vs. enhanced requirements is the expected 
magnitude of spillover savings. Factors that the PAs should consider in making its proposal 
and that DPS staff will consider in making a determination regarding expected magnitude of 
spillover savings include among others: 

1. Past results for the same PA program 

2. Program theory or market operations theory 

3. National research literature for similar programs. 

4. Size of the program 

5. Size and complexity of the market 

6. Nature of the technology(ies) promoted by the program 
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Table 1 presents the standard and enhanced levels of rigor for estimating both gross spillover 
savings and program influence for both end users and those upstream from the end users.  
 
Table 1. Level of Methodological Rigor for Estimating Gross Spillover Savings and Program 
Influence 

 Standard Rigor Enhanced Rigor 
Overall Methodological 
Approach 

May rely solely on self-reports from 
end-users and upstream market actors 
to support estimates of gross savings 
or program influence. 

Basic self-reports from end-users and 
upstream market actors typically not 
sufficient as sole method to support 
estimates of gross savings or program 
influence 

Estimation of average 
gross savings for 
spillover measures for 
end users (participants 
and/or nonparticipants). 

Simplifying assumptions may be 
made, such as average gross unit 
savings being the same for spillover 
measures as for in-program 
measures.  

Average gross unit savings for 
spillover measures must be 
documented empirically, based on a 
combination of self-reports and/or on-
site visits. 

Estimation of gross 
savings from upstream 
actors (participants 
and/or nonparticipants).  

Self-reports generally sufficient. Researchers must attempt to confirm 
self-reports using methods such as 
changes in sales, stocking or shipment 
data, review of planned or completed 
project or permits, or on-sites.  

Estimation of program 
influence for end users 
(participants and/or 
nonparticipants). 

Basic self-reports generally 
sufficient. 

Enhanced self-reports generally 
sufficient28

Estimation of program 
influence for upstream 
actors (participants 
and/or nonparticipants). 

. 

Basic self-reports generally 
sufficient. 

Either additional methods such as 
quasi-experimental design, 
econometric analysis, or Delphi 
panels29

Documentation of causal 
mechanisms 

 should be deployed or a case 
should be made that such methods are 
either not viable or not cost-effective. 

Recommended but not required. Required, using methods such as self-
reports from end-users or market 
actors regarding the manner in which 
the program influenced their behavior, 
and/or theory-driven evaluation 
practices. 30

                                                 
28 Basic self-reports typically involve interviewing one participant decision-maker or market actor. Enhanced 

self-reports on the other hand typically involve more intensive data collection and analysis in the estimation 
of the net-to-gross ratios. For example, it can include collecting data from more than one participant 
decision-maker as well as from others such as relevant vendors, retailers, installers, architectural and 
engineering firms, and manufacturers. It can also include the consideration of past purchases and other 
qualitative data gleaned from open-ended questions. 

 

29 Delphi panels can be useful as long as members are provided sufficient market-level empirical data to inform 
their deliberations. Delphi panels should not be confused with brainstorming. 

30 Documentation of causal mechanisms can include verification of the key cause and effect relationships as 
illustrated in the program logic model and described in the program theory. Weiss (1997, 1998) suggests that a 
theory-driven evaluation can substitute for classical experimental study using random assignment. She suggests 
that if predicted steps between an activity and an outcome can be confirmed in implementation, this matching of 
the theory to observed outcomes will lend a strong argument for causality: “If the evaluation can show a series 
of micro-steps that lead from inputs to outcomes, then causal attribution for all practical purposes seems to be 
within reach” (Weiss 1997, 43).  
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3.2. Double Counting 

PAs should propose methods to avoid double counting both participant spillover and 
nonparticipant spillover. For example, some participant or nonparticipant spillover measures 
might have received assistance (information and/or incentives) from some other PA 
programs. In such cases, measures receiving assistance from other PA programs should be 
subtracted for the spillover estimates. Or, in other cases, two programs could be targeting the 
same market for the same measures. In such cases, because it would be challenging to 
accurately allocate spillover savings attributable to each program, expert judgment may be 
used. Under no circumstances, when the possibility of double counting exists, should a PA 
claim the sum of the spillover savings separately estimated for each program without making 
the appropriate adjustments. Determining how the estimated spillover savings should be 
allocated among different programs within a given PA’s portfolio and/or across PA portfolios 
can be based on such factors as the size of the program budgets, program theories and logic 
models that demonstrate the causal mechanisms that are expected to produce spillover, and 
the results of theory-driven evaluations (Weiss, 1997; Donaldson, 2007).  
 

3.3. Calculation of the Program-Level Spillover Rate 

While PAs are free to calculate spillover rates in a variety of ways, there must be at least one 
method that is used consistently across all PAs. The formulation of a NTG ratio presented in 
the Guidelines is repeated in Equation 2: 

NTG Ratio = (1 ‒ Free Ridership) + Spillover         Equation 2 

 

Equation 2 illustrates that the spillover rate is added to 1-Free Ridership to produce the 
NTGR. Given the additive nature of the spillover rate in Equation 2, the spillover rate must 
be calculated as in Equation 3: 
 

Spillover Rate =  
Net PSO+ Net NPSO 

          Equation 3 
Ex Post Gross Program Impacts 

 

4. Estimating Spillover at the Market Level 
In some cases, it might not be possible to reliably estimate nonparticipant spillover at the 
program level due to multiple program interventions in the same market involving multiple 
market actors. In such cases, market effects studies can be done for specific measures and 
markets, e.g., commercial HVAC. This Appendix does not provide any guidelines for 
conducting such studies but rather refers evaluators to other sources such as Eto, Prahl, and 
Schlegel (1996), Sebold et al. (2001) and TecMarket (2005). 
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5. Sampling and Uncertainty 
Sampling for both program-level and market level spillover studies should be done in 
accordance with the Sampling and Uncertainty Guidelines in Appendix E. 

6. Levels of Confidence and Precision 
As discussed in the main body of the DPS guidelines, the minimum standard for confidence 
and precision for overall net savings at the program level is 90/10.  Here, overall net savings 
includes both in-program net savings and any reported spillover savings.  The achieved level 
of confidence and precision for overall program net savings must be reported at the 90% 
level of confidence. 
 
If reported savings results include spillover savings, there is no required level of confidence 
and precision specifically for the individual components of net savings from in-program 
measures and net savings from spillover.  However, PAs are still accountable for achieving 
90/10 for overall program net savings.  The standard error of overall program-level net 
savings can be calculated by combining the achieved levels of confidence and precision for 
the net savings from in-program measures and for spillover savings using standard 
propagation of error formulas (Taylor, 2006; TecMarket, 2004).31

7. Deemed Approaches 

  While there are no 
precision requirements for the individual components of net savings from in-program 
measures and the net savings from spillover measures, the precision actually achieved for 
each of these components should be reported at the 90% level of confidence, in order to help 
facilitate assessment of the reliability of the results. 

Of course, there might be situations in which all key stakeholders are willing to agree that 
spillover is not zero but the expense to estimate it reliably is prohibitive. In such cases, a PA 
may negotiate a deemed spillover rate based on a review of the literature and the program 
theory and logic model that together describe reasonably well the causal mechanism that is 
expected to generate spillover. 

                                                 
31 This is generally true as long as each of the individual components making up the total net savings estimate 

(e.g., gross savings, free riding, spillover, etc.) has been estimated based on independent random samples 
and methods that allow for the calculation of standard errors.  However, there are legitimate circumstances 
under which the sample designs and methods for one or more components do not meet these requirements.  
One example is a market effects study in which total net program impacts are estimated using a 
preponderance of evidence approach.  Another example (some aspects of which are discussed in the next 
section) is a case in which one or more components are deemed.  A third example is a case in which 
multiple methods are used to estimate net impacts or the net-to-gross ratio, and a Delphi analysis is used to 
integrate the results.  If none of the individual components meet these requirements, then clearly the issue of 
precision does not apply.  If some components meet these requirements but others do not, then the program 
administrator should take clear note of this fact and propose an approach to ensuring that the  components of 
the study that do meet these requirements are performed in a manner that gives due attention to limiting the 
effects of sampling error.  
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1. Introduction 
The Evaluation Plan Guidance for EEPS Program Administrators (Guidance Document) 
requires that evaluations estimate both gross and net energy and demand impacts.32 
Various methods exist for estimating net energy and demand impacts including true 
experimental design, quasi-experimental designs and the self-report approach (SRA) 
among others. The first two approaches estimate net energy and demand impacts directly. 
The SRA approach is used to estimate a net-to-gross ratio (NTGR), an index of program 
influence and defined as 1- Freeridership + Spillover. Once the NTGR is estimated, it is 
then multiplied by the evaluated gross savings to produce the estimate of net energy and 
demand impacts.  The term (1 – freeridership) can be thought of as an estimate of 
program influence on the measures or practices promoted by the program. Some 
evaluators estimate this program influence by estimating freeridership (FR) and perform 
the subtraction. Others estimate this program influence on measures or practices 
promoted by the program directly. The two approaches differ in terms of the wording of 
questions and their interpretation. It makes no difference which approach is used. Once 
program influence on measure or practices promoted by the program is estimated, it can 
be adjusted upwards to account for program-induced spillover (SO) measures33

 

 to 
produce the final NTGR. 

Most evaluation plans and completed reports that have been reviewed by the New York 
Department of Public Service have relied on the SRA method. The SRA is a mixed 
methods approach that uses, to varying degrees, both quantitative and qualitative data and 
analysis to assess causality34

                                                 
32 Evaluators must consider allocation of finite resources among research activity areas 
early in the planning process to maximize the reduction in overall uncertainty. DPS 
guidance allows for justified trade-offs.  See for example Evaluation Plan Guidance for 
EEPS Program Administrators, p. 4 with respect to varying the allocations of evaluation 
effort between programs and p. 10 with respect to adjusting sampling precision targets 
from the default guidance of 90/10.  

. However, in these reviews, DPS has discovered that in both 
the residential and nonresidential sectors the SRA method is not always designed and 
implemented according to best practices. Thus, the DPS has chosen to develop the 
Guidelines for Estimating Net-to-Gross Ratios Using the Self-Report Approach (SRA 
Guidelines) that requires analysts to address certain key issues but does not require 
analysts to address these issues in a specific way. The primary use of these SRA 
Guidelines is to assess the influence of the program on measures installed through the 

33 For a discussion of program attribution for both participant and nonparticipant spillover, see Appendix F, 
Program-Level Participant and Nonparticipant Spillover Guidance, in the Guidance Document. Depending 
on the situation, the best practices described in Appendix H should be used to assess program influence on 
the adoption of spillover measures. 
34 There is wide agreement on the value of both qualitative and quantitative data in the evaluation of many 
kinds of programs. Moreover, it is inappropriate to cast either approach in an inferior position. The 
complexity of any decision regarding the purchase of efficient equipment can be daunting, especially in 
large organizations for which the savings are often among the largest. In such situations, the reliance on 
only quantitative data can miss some important elements of the decision. The collection and interpretation 
of qualitative data can be especially useful in broadening our understanding of a program’s role in this 
decision. 
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program and to make sure that evaluators are adhering, whenever possible, to these best 
practices. The Guidance Document does not mention all the available methods and leaves 
it up to the evaluators to select the method that is most appropriate and expects them to 
adhere to best practices.  Finally, the Guidance Document does not preclude the 
estimation and inclusion of broader program administrator (PA)-induced market effects 
in place of SO.  
 
It follows that these SRA Guidelines must focus on those methodological issues on which 
there is general agreement regarding their importance within the social science and 
engineering communities. The SRA Guidelines will also refer analysts to texts in which 
more detailed guidance can be found regarding all the issues addressed. Adherence to 
such guidelines still allows the results to be shaped by the interaction of the situation, the 
data and the analyst. It is this very interaction and the resulting plethora of legitimate 
methodological choices that prohibited the creation of a more detailed and prescriptive 
set of guidelines.  

Two key best practice documents were relied upon in developing these guidelines: 1)  
Guidelines for Estimating Net-To-Gross Ratios Using the Self-Report Approaches 
(Ridge et al., 200735

 

) and Framework for Self-Report Net-To-Gross (Attribution) 
Questions (Winch et al., 2008).  

2. Issues Surrounding the Validity and Reliability of Self-Report Techniques 
The SRA deviates from the standard approach to assessing causality, i.e., internal validity 
(did in fact the treatment make a difference). The standard approach to assessing 
causality is to conduct an experiment or quasi-experiment36

 

 in which data are collected 
from both participants and nonparticipants with the data being subjected to a variety of 
statistical analyses (Shadish, Cook, and Campbell, 2002). In the early 1970s, many began 
to realize that such evaluation designs were not always desirable or possible (Weiss, 
1972; Weiss and Rein, 1972). As a result, many evaluators began to explore alternatives 
that would allow them to generate causal conclusions (Guba, 1981, 1990; Cronbach, 
1982). Such approaches as the modus operandi method (Scriven, 1976), intensive case 
studies (Yin 1994), theory-based evaluations (Chen, 1990; Rogers, et al., 2000), and 
mixed methods (Tashakkori and Teddlie, 1998) have been explored as alternative ways to 
generate causal conclusions. The SRA fits well with this tradition.   

The SRA is useful in a variety of situations. For example, in some cases, the expected 
magnitude of the savings for a given program might not warrant the investment in an 
expensive evaluation design that could involve a billing analysis or a discrete choice 
analysis of both participants and nonparticipants and that would address self-selection 
bias. Or, key stakeholders might not want to wait for a billing analysis to be completed. 
Also, if the relationship of the savings to the normal monthly variation in energy use is 
                                                 
35 The original document upon which this document was substantially based was prepared by Richard 
Ridge and Katherine Randazzo for the California Demand Side Management Advisory Committee 
(CADMAC) in 1998. It was incorporated into the Protocols and Procedures for the Verification of Costs, 
Benefits, and Shareholder Earnings from Demand-Side Management Programs as Appendix J.  
36 In the literature, evaluations of energy efficiency and conservation programs that involve the use of a true 
experimental design are very rare.  
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too small, then a billing analysis should not even be attempted owing to a lack of 
statistical power. Finally, in some cases, it might not be possible to identify a group of 
customers to serve as a comparison group since they have been exposed through prior 
participation or are in some other ways contaminated. So, for budgetary, timing, 
statistical, and research design issues, the more traditional designs and analyses must 
sometimes be replaced with the SRA.  
 
More specifically, the SRA is a mixed method approach that involves asking one or more 
key participant decision-makers a series of structured and open-ended questions about 
whether they would have installed the same EE equipment in the absence of the program 
as well as questions that attempt to rule out rival explanations for the installation (Weiss, 
1972; Scriven, 1976; Shadish, 1991; Wholey et al., 1994; Yin, 1994; Mohr, 1995). In the 
simplest case (e.g., residential customers), the SRA is based primarily on quantitative 
data while in more complex cases the SRA is strengthened by the inclusion of additional 
quantitative and qualitative data which can include, among others, in-depth, open-ended 
interviews, direct observation, and review of program records 37

 

.  Many evaluators 
believe that additional qualitative data regarding the economics of the customer’s 
decision and the decision process itself can be very useful in supporting or modifying 
quantitatively-based results (Britan, 1978; Weiss and Rein, 1972; Patton, 1987; 
Tashakkori and Teddlie, 1998).  

Having presented a very brief history of these alternatives approaches, we move on to 
discuss a number of special challenges associated with the SRA that merit mentioning. 
One of the problems inherent in asking program participants if they would have installed 
the same equipment or adopted the same energy-saving practices without the program is 
that we are asking them to recall what has happened in the past. Worse than that is the 
fact that what we are really asking them to do is report on a hypothetical situation, what 
they would have done in the absence of the program. In many cases, the respondent may 
simply not know and/or cannot know what would have happened in the absence of the 
program. Even if the customer has some idea of what would have happened, there is, of 
necessity, uncertainty about it. 
 
The situation just described is a circumstance ripe for invalid answers (low construct 
validity) and answers with low reliability, where reliability is defined as the likelihood 
that a respondent will give the same answer to the same question whenever or wherever it 
is asked. It is well known in the interview literature that the more factual and concrete the 
information the survey requests, the more accurate responses are likely to be. Where we 
are asking for motivations and processes in hypothetical situations that occurred one or 
two years ago, there is room for bias. Bias in responses is commonly thought to stem 
from three origins. First is the fact that some respondents may believe that claiming no 
impact for the program is likely to cause the program to cease, thus removing future 
financial opportunities from the respondent. Closely related to this is the possibility that 
the respondents may want to give an answer that they think will be pleasing to the 
interviewer. The direction of the first bias would be to increase the NTG ratio, and the 
                                                 
37 Of course, in the simplest cases, an evaluator is free to supplement the analysis with additional 
quantitative and qualitative data.   
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second would have an unclear effect – up or down, depending on what the respondent 
thinks the interviewer wants to hear. 
 
The second commonly recognized motivation for biased answers is that some people will 
like to portray themselves in a positive light; e.g., they might like to think that they would 
have installed energy-efficient equipment without any incentive (the socially desirable 
response). This type of motivation could result in an artificially low net-to-gross ratio. 
 
The third hypothesized source of bias involves an interaction between the positive 
perception of taking energy efficiency actions, the often observed difference between 
stated intentions and actual behaviors, and the fact that the counter-factual outcome 
cannot be viewed, by the participant or outsiders. Often a series of survey questions are 
asked of the participant about the actions they would have taken if there had been no 
program to derive a freeridership estimate. More specifically, this is asking the 
respondent to state their intentions with respect to purchasing the relevant equipment 
absent the program. Bias creeps in because people may intend many things that they do 
not eventually accomplish.    
 
Beyond the fact that the situations of interest have occurred in the past and judgments 
about them involve hypothetical circumstances, they are often complex. No one set of 
questions can apply to all decision processes that result in a program-induced course of 
action. Some installations are simple, one-unit measures, while others involve many 
units, many different measures, and installations taking place over time. The decision to 
install may be made by one person or several people in a household, an individual serving 
as owner/operator of a small business, or, in the case of large commercial, industrial, or 
agricultural installations by multiple actors at multiple sites. Some measures may have 
been recommended by the utility for years before the actual installation took place, and 
others may have been recommended by consultants and/or vendors, making degree of 
utility influence difficult to establish. Finally, some efficiency projects may involve 
reconfiguration of systems or practices (such as operations and maintenance) rather than 
simple installations of energy-efficient equipment. 
  
Another factor that can complicate the SRA is that, in certain situations, the estimated 
NTGR combines (more often implicitly than explicitly) the probability of a 
decision/action occurring and whether the quantity of the equipment installed would have 
been the same. This can complicate the interpretation of the responses and the way in 
which to combine these types of questions in order to estimate the NTGR.  
 
This type of complexity and variation across sites requires thoughtful design of survey 
instruments. Following is a listing and discussion of the essential issues that should be 
considered by evaluators using SRA, together with some recommendations on reporting 
the strategies used to address each issue.  
 
These should be regarded as recommendations for minimum acceptable standards for the 
use of the SRA to estimate net-to-gross ratios. Much of this chapter focuses on self-report 
methodologies for developing NTGRs for energy efficiency improvements in all sectors 
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regardless of the size of the expected savings and the complexity of the decision making 
processes. However, in a given year, energy efficiency programs targeted for industrial 
facilities are likely to achieve a relatively small number of installations with the potential 
for extremely large energy savings at each site. Residential programs often have a large 
number of participants in a given year, but the energy savings at each home, and often for 
the entire residential sector, are small in comparison to savings at non-residential sites. 
Moreover, large industrial customers have more complex decision making processes than 
residential customers. As a result, evaluators are significantly less likely to conduct 
interviews with multiple actors at a single residence or to construct detailed case studies 
for each customer – methods that are discussed in detail in the following sections. It may 
not be practical or necessary to employ the more complex techniques (e.g., multiple 
interviews at the same site, case-specific NTGR development) in all evaluations.  
Specifically, Sections 2.17 and 2.18 are probably more appropriate for customers with 
large savings and more complex decision making processes. Of course, evaluators are 
free to apply the guidelines in these sections even to customers with smaller savings and 
relatively simple decision making processes.  
 
Within the context of these best practices, there is room for some variation. For example, 
some programs may be so small with commensurately small evaluation budgets that full 
compliance with these best practices may be impractical. For example, the number of set-
up questions (Section 2.3), decision-making questions (Section 2.4), the number of 
NTGR questions (Section 2.5), or the number of consistency checks (Section 2.8) may be 
minimal. Ultimately, each application of the SRA and its level of compliance with these 
SRA Guidelines must be viewed within a complex set of circumstances. Each PA must 
justify the level of effort and degree of compliance in light of the specific circumstance 
surrounding each program evaluation. 
 

2.1 Timing of the Interview 
In order to minimize the problem of recall, SRA interviews addressing freeridership 
should be conducted with the decision maker(s) as soon after the installation of 
equipment as possible (Stone et al., 2000).  It is recognized that interviews or other data 
collection to assess spillover need to be conducted later to allow enough time for the 
occurrence of spillover. 

2.2 Identifying the Correct Respondent 
Recruitment procedures for participation in an interview involving self-reported net-to-
gross ratios must address the issue of how the correct respondent(s) will be identified. In 
the residential and small business sectors, this is relatively straightforward. However, in 
large commercial and industrial facilities, there are complexities that should be addressed 
such as: 
 

1. Different actors have different and complementary pieces of information about 
the decision to install, e.g., the CEO, CFO, facilities manager, etc.; 

2. Decisions are made in locations such as regional or national headquarters that are 
away from the installation site; 
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3. Significant capital decision-making power is lodged in commissions, committees, 
boards, or councils; and 

4. There is a need for both a technical decision-maker and a financial decision-
maker to be interviewed (and in these cases, how the responses are combined will 
be important). 

 
An evaluation using self-report methods should employ and document rules and 
procedures to handle all of these situations in a way that assures that the person(s) with 
the authority and the knowledge to make the installation decision are interviewed. 
 

2.3 Set-Up Questions 
The decisions that the net-to-gross questions are addressing may have occurred from 1 
month to as long as 36 months prior to the interview. Regardless of the magnitude of the 
savings or the complexity of the decision-making process, questions may be asked about 
the motivations for making the decisions that were made, as well as the sequence of 
events surrounding the decision. Sequence and timing are important elements in assessing 
motivation and program influence on it. Unfortunately, sequence and timing will be 
difficult for many respondents to recall. This makes it essential that the interviewer guide 
the respondent through a process of establishing benchmarks against which to remember 
the events of interest (Stone et al., 2000). Failure to do so could well result in, among 
other things, the respondent “telescoping” some events of interest to him into the period 
of interest to the evaluator. Set-up questions that set the mind of the respondent into the 
train of events that led to the installation, and that establish benchmarks, can minimize 
these problems. However, one should be careful to avoid wording the set-up questions in 
such a way so as to bias the response in the desired direction.   
 
Set-up questions should be used at the beginning of the interview, but they can be useful 
in later stages as well. Respondents to self-report surveys frequently are individuals who 
participated in program decisions and, therefore, may tend to provide answers ex post 
that validate their position in those decisions. Such biased responses are more likely to 
occur when the information sought in questions is abstract, hypothetical, or based on 
future projections, and are less likely to occur when the information sought is concrete. 
To the extent that questions prone to bias can incorporate concrete elements, either by 
set-up questions or by follow-up probes, the results of the interview will be more 
persuasive. 
 
An evaluation using self-report methods should employ and document a set of questions 
that adequately establish the set of mind of the respondent to the context and sequence of 
events that led to decision(s) to adopt a DSM measure or practice, including clearly 
identified benchmarks in the customer’s decision-making process.  
 
Such set-up questions could include: 

• Confirm or determine whether the project involves new construction, building 
expansion, replacement of existing equipment, or modification to existing 
equipment. 
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• Confirm type of equipment installed, date, reward amount, and other items 
deemed relevant. 

• Confirm evaluator’s information regarding key services, rewards and assistance 
provided by the program as well as the type and amount of vendor/implementer 
involvement. 

• Determine when and how respondent first heard about the 
services/rewards/assistance available through the program. 

• Explore the possibility that new equipment was already installed before hearing 
about the services/rewards/assistance available from the program. 

• Explore any plan(s) to purchase or install equipment before learning about the 
services/rewards/assistance available through the program. 
• Understand existing plans. 
• Understand point in planning process that respondent/organization (1) 

became aware of the program and (2) began discussing plans with the 
program representative(s). 

• Understand qualitatively the impact/changes necessitated by program 
involvement. 

• Discuss the working condition of replaced equipment (Probe: planned 
replacement/upgrade, failure, estimated remaining useful life, repair history) 

• Explore what first made respondent (organization) start thinking about 
installing/replacing equipment at (home/this facility). 

− Age of equipment that was replaced. 

− Explore previous program participation. 
 
2.4 Decision-Making Process 
These questions address key aspects of the customer’s decision-making process. In many 
respects, they are an extension of the context questions and have a similar intent. The 
intent is to get participants to talk about their project-related decision-making; what 
factors went into that process, and what decision-makers were involved. The intent of 
these questions is to elicit how (and the extent to which) the decision-making process was 
altered as a result of their program participation. 

A key purpose of the decision-making questions is to help the respondent recall the 
particulars of their program-related decision-making and prepare them to answer the 
direct attribution questions about how the program affected the timing, efficiency level, 
and quantity of the technology installed. Similar to context questions, answers to these 
questions provide key indications of program influence (or lack thereof) and should be 
compared and contrasted with how the respondent answers the direct attribution 
questions. The idea is to determine whether responses to these questions are consistent 
with the answers given to the direct attribution questions. For example, with respect to 
the installed energy-efficient equipment, lack of plans to purchase, lack of awareness, and 
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no prior experience are all indicators of program influence that should be considered 
regardless of responses to the direct attribution questions.  
 
Such decision-making process questions could include: 

• Organizational policies that specify factors considered when purchasing new 
(replacing old) equipment/ (Probe: payback, return on investment, guidelines on 
efficiency levels) 

• Major obstacles/barriers faced when seeking approval for project. (Probe: 
budget, time constraints, other priorities, disruption of production, etc.) 

• Role of contractor(s)/vendor(s) in project. 
− Making respondent aware of the program (or vice versa). 
− Decision to participate. 
− Recommendation to install certain type/energy efficiency level of equipment. 
− Influence of contractor/vendor involvement on decision to install equipment 

at this time. 

• Explore the percentage of the total costs—that is, all financial assistance plus the 
costs not covered by financial assistance—of installing improvements that were 
covered by the program. 

• Budgeting process for new/replacement equipment. (Probe: size projects 
budgeted for, budget planning cycle/length) 

• Who within organization is responsible for recommending the purchase of 
new/replacement equipment? 

• Who within organization is responsible for approving the purchase of 
new/replacement equipment? 

 
It is also important that questionnaires do not launch immediately into a series of 
questions about extent to which the program influenced the customer’s decision. They 
should first determine whether the program influenced their decision in any way. 
 

2.5 Use of Multiple Questions  
Regardless of the magnitude of the savings or the complexity of the decision-making 
process, one should assume that using multiple questionnaire items (both quantitative and 
qualitative) to measure a construct such as freeridership is preferable to using only one 
item since reliability is increased by the use of multiple items (Blalock, 1970; Crocker & 
Algina; 1986; Duncan, 1984). 
 

2.6 Validity and Reliability 
The validity and reliability of each question used in estimating the NTGR must be 
assessed (Lyberg, et al., 1997). In addition, the internal consistency (reliability) of 
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multiple-item NTGR scales should not be assumed and should be tested. Testing the 
reliability of scales includes such techniques as split-half correlations, Kuder-Richardson, 
and Cronbach’s alpha (Netemeyer, Bearden, and Sharma, 2003; Crocker & Algina, 1986; 
Cronbach, 1951; DeVellis, 1991). An evaluation using self-report methods should 
employ and document some or all of these tests or other suitable tests to evaluate 
reliability, including a description of why particular tests were used and others were 
considered inappropriate. 
 
For those sites with relatively large savings and more complex decision-making 
processes, both quantitative and qualitative data may be collected from a variety of 
sources (e.g., telephone interviews with the decision maker, telephone interviews with 
others at the site familiar with the decision to install the efficient equipment, paper and 
electronic program files, and on-site surveys). These data must eventually be integrated in 
order to produce a final NTGR.38

 

 Of course, it is essential that all such sites be evaluated 
consistently using the same instrument. However, in a situation involving both 
quantitative and qualitative data, interpretations of the data may vary from one evaluator 
to another, which means that, in effect, the measurement result may vary. Thus, the 
central issue here is one of reliability, which can be defined as obtaining consistent 
results over repeated measurements of the same items.  

To guard against such a threat at those sites with relatively large savings and more 
complex decision-making processes, the data for each site should be evaluated by more 
than one member of the evaluation team. Next, the resulting NTGRs for the projects 
should be compared, with the extent of agreement being a preliminary measure of the so-
called inter-rater reliability. Any disagreements should be examined and resolved and all 
procedures for identifying and resolving inconsistencies should be thoroughly described 
and documented (Sax, 1974; Patton, 1987).  

2.7 Ruling Out Rival Hypotheses 
Most significant events in the social world are not mono-causal, but instead are the result 
of a nexus of causal influences.  Both in social science and in everyday life, when we say 
that Factor A is strongly influential in helping to cause Event B, it is rarely the case that 
we believe factor A is the sole determinant of Event B.  Much more commonly, what we 
mean to say is that Factor A is among the leading determinants of Event B. Thus, an 
evaluator should attempt to rule out rival hypotheses regarding the reasons for installing 
the efficient equipment (Scriven, 1976). For example, to reduce the possibility of socially 
desirable responses, one could ask an open-ended question (i.e., a list of possible reasons 
is not read to the respondent) regarding other possible reasons for installing the efficient 
equipment. A listing by the interviewer of such reasons such as global warming, Energy 
Star, PA programs such as Flex Tech,  the price of electricity, concern for future 
generations, and the need for the US to reduce oil dependency might elicit socially 
desirable responses which would have the effect of artificially reducing the NTGR. The 
answers to such questions about other possible influences can be factored into the 
estimation of the NTGR. 
 

                                                 
38  For a discussion of the use of qualitative data see Sections 2.15 and 2.17. 
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2.8 Consistency Checks 
When multiple questionnaire items are used to calculate a freeridership probability there 
is always the possibility of apparently contradictory answers. Contradictory answers 
indicate problems of validity and/or reliability (internal consistency). Occasional 
inconsistencies indicate either that the respondent has misunderstood one or more 
questions, or is answering according to an unanticipated logic.  
 
Another potential problem with self-report methods is the possibility of answering the 
questions in a way that conforms to the perceived wishes of the interviewer, or that shows 
the respondent in a good light (consciously or unconsciously done). One of the ways of 
mitigating these tendencies is to ask one or more questions specifically to check the 
consistency and plausibility of the answers given to the core questions. Inconsistencies 
can highlight efforts to “shade” answers in socially desirable directions. While 
consistency checking won’t overcome a deliberate and well-thought-out effort to deceive, 
it will often help where the process is more subtle or where there is just some 
misunderstanding of a question.  
 
An evaluation using self-report methods should employ a process for setting up checks 
for inconsistencies when developing the questionnaire items, and describe and document 
the methods chosen as well as the rationales for using or not using the techniques for 
mitigating inconsistencies. Before interviewing begins, the evaluator should establish 
rules to handle inconsistent responses. Such rules should be consistently applied to all 
respondents.   
 
Based on past experience one should anticipate which questions are more likely to result 
in inconsistent responses (e.g., questions of what participants would have done in the 
absence of the program and reported importance of the program to their taking action 
could). For such questions, specific checks for inconsistencies along with interviewer 
instructions could be built into the questionnaire. Any, apparent inconsistencies can then 
be identified and, whenever possible, resolved before the interview is over. If the 
evaluator waits until the interview is over to consider these problems, there may be no 
chance to correct misunderstandings on the part of the respondent or to detect situations 
where the evaluator brought incomplete understanding to the crafting of questions. In 
some cases, the savings at stake may be sufficiently large to warrant a follow-up 
telephone call to resolve the inconsistency. 
 
However, despite the best efforts of the interviewers, some inconsistencies may remain. 
When this occurs, the evaluator could decide which of the two answers, in their judgment 
has less error, and discard the other. Or, one could weight the two inconsistent responses 
in a way that reflects the evaluator’s estimate of the error associated with each, i.e., a 
larger weight could be assigned to the response that, in their judgment, contains less 
error.  
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However any inconsistencies are handled, rules for resolving inconsistencies should be 
established, to the extent feasible, before interviewing begins.39

 

 An evaluation plan using 
self-report methods should describe the approach to identifying and resolving apparent 
inconsistencies. The plan should include: 1) the key questions that will be used to check 
for consistency, 2) whether and how it will be determined that the identified 
inconsistencies are significant enough to indicate problems of validity and/or reliability 
(internal consistency), and 3) how the indicated problems will be mitigated. The final 
report should include: 1) a description of contradictory answers that were identified, 2) 
whether and how it was determined that the identified inconsistencies were significant 
enough to indicate problems of validity and/or reliability (internal consistency), and 3) 
how the indicated problems were mitigated. 

However, the rules themselves have sometimes been found to produce biased results, 
eliminating these respondents (treating them as missing data) has at times been the 
selected course of action. Thus, whenever any of these methods are used, one must report 
the proportion of responses affected. One must also report the mean NTGR with and 
without these responses in order to assess the potential for bias.  

2.9 Making the Questions Measure-Specific 
It is important for evaluators to tailor the wording of central freeridership questions to the 
specific technology or measure that is the subject of the question. It is not necessarily 
essential to incorporate the specific measure into the question, but some distinctions must 
be made if they would impact the understanding of the question and its potential answers. 
For instance, when the customer has installed equipment that is efficiency rated so that 
increments of efficiency are available to the purchaser, asking that respondent to indicate 
whether he would have installed the same equipment without the program could yield 
confusing and imprecise answers. The respondent will not necessarily know whether the 
evaluator means the exact same efficiency, or some other equipment at similar efficiency, 
or just some other equipment of the same general type. Some other possibilities are:  
 

1. Installations that involve removal more than addition or replacement (e.g., 
delamping or removal of a second refrigerator or freezer in a residence); 

2. Installations that involve increases in productivity rather than direct energy load 
impacts;  

3. Situations where the energy-efficiency aspect of the installation could be confused 
with a larger installation; and  

4. Installation of equipment that will result in energy load impacts, but where the 
equipment itself is not inherently energy-efficient. 

 
An evaluation using self-report methods should include and document an attempt to 
identify and mitigate problems associated with survey questions that are not measure-
specific, and an explanation of whether and how those distinctions are important to the 
accuracy of the resulting estimate of freeridership. 

                                                 
39  One might not always be able to anticipate all possible inconsistencies before interviewing begins. In 

such cases, rules for resolving such unanticipated inconsistencies should be established before the 
analysis begins. 
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The challenge of getting the respondent to focus on the measure(s) installed through the 
program varies by sector. For example, in large nonresidential facilities or with decision-
makers across multiple buildings or locations care must be taken to ensure that the 
specific pieces of equipment, or group of equipment/facility decisions, are properly 
identified. The interviewer and respondent need to be referring to the same things. 
However, in the residential sector, getting the respondent to focus on the particular 
measure installed through a program is far simpler.  
 
As part of survey development, an assessment needs to be made of whether there are 
important subsets within the participant pool that need to be handled differently. For 
example, any program that contains corporate decision-makers managing 
building/renovation of dozens of buildings per year requires some type of special 
treatment. In this case, a standard survey might ask about three randomly selected 
projects/buildings. Or, a case study type of interview could focus on the factors affecting 
their decisions in general, for what percentage of their buildings do they take certain 
actions, and what actions do they take in cases where no incentives are available (if a 
regional or national decision-making), etc. Such an approach might offer better 
information to apply to all the buildings they have in the program. The point is that 
without special attention and a customized survey instrument, such customers might find 
the interview too confusing and onerous.  

2.10 Partial Freeridership 
Partial freeridership can occur when, in the absence of the program, the participant would 
have installed something more efficient than the program-assumed baseline efficiency but 
not as efficient as the item actually installed as a result of the program. It can also occur 
when the participant would have installed the same quantity of equipment, fewer, or more 
at that time without the program. When there is a likelihood that this is occurring, an 
evaluation using self-report methods should include and document attempts to identify 
and quantify the effects of such situations on net savings. Partial freeridership should be 
explored for those customers with large savings and complex decision making processes.  
 
In such a situation, it is essential to develop appropriate and credible information to 
establish precisely the participant’s alternative choice for efficiency and quantity. The 
likelihood that the participant would really have chosen a higher-than-baseline efficiency 
option and whether the quantity would have been the same, fewer or more is directly 
related to their ability to clearly describe these options.  
 
An evaluation using self-report methods should include and document attempts to 
identify and mitigate problems associated with partial freeridership, when applicable. 
 

2.11 Timing of the Purchase 
With respect to the timing of the purchase, the adoption of Appendix M (“Guidelines for 
Early Replacement Conditions”)40

                                                 
40 See New York State Department of Public Service and the Evaluation Advisory Group (Revised Nov. 
2012). New York Evaluation Plan Guidance for EEPS Program Administrators. 

 in May 2011, which focuses on ex ante conditions, has 
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led to questions about how timing should be addressed in ex post evaluations. Currently, 
if a program implementer claims that a given customer installation is a case of early 
replacement41

For programs launched after May 2011, an evaluator, who is charged with verifying this 
claim, must first verify that a given installation is actually a case of early replacement.

 or an entire program is aimed at early replacement, the program 
implementer must use the methods outlined in Appendix M to estimate gross savings and 
identify such cases in their program tracking databases and enter additional data for each 
case. 

42

1. Approximately how old was the existing equipment? 

 
This can be accomplished by asking the participant such questions as: 

2. How much longer do you think it would have lasted?  
3. In your opinion, based on the economics of operating this equipment, for how 

many more years could you have kept this equipment functioning? 
4. Which of the following statements best describes the performance and operating 

condition of the equipment you replaced through the PROGRAM? 
___ Existing equipment was fully functional 

___ Existing equipment was fully functioning, but with significant problems 

___ Existing equipment had failed or did not function 

___ Existing equipment was obsolete 

___ Not applicable, ancillary equipment (VSD, EMS, controls, etc.) 

5. How much downtime did you experience in the past year, and how did this 
compare with the previous year(s)?  

 
6. Over the last 5 years, have maintenance costs been increasing, decreasing or 

staying about the same? 

If this condition is met, the evaluator must examine the following eight variables43

                                                 
41 Early replacement is defined in the Order issued on October 18, 2010 (p.9) (Case 07-
M-0548, Energy Efficiency Portfolio Standard (EEPS), Order Approving Consolidation 
and Revision of Technical Manuals) as the replacement of equipment before it reaches its 
Effective Useful Life (EUL), whereas end-of-life or normal replacement refers to the 
replacement of equipment which has reached or passed the end of its measure-prescribed 
EUL.   

 and 
associated documentation and make any necessary adjustments: 

 
42 For programs launched before May 2011, a separate memo from DPS has been issued on June 5, 2013 
that provides guidelines for evaluators who encounter cases of early replacement. 
43 See Appendix M for detailed definitions of each variable. 
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1) The EUL of the new efficient equipment, 
2) The RUL of the old equipment, 
3) The full savings of the equipment (annual energy use of the old equipment in 

place minus the annual energy of the installed high efficiency equipment 
supported by the program), and 

4) The full costs 
5) The adjusted full cost (full cost multiplied by the full-cost adjustment factor), 
6) The ratio of incremental savings to full savings, 
7) The ratio of incremental costs to full costs, and 
8) Adjusted EUL 

 
For some variables, this might mean simply verifying that the appropriate values from the 
tables in Appendix M have been used by the program implementer (e.g., variables 1, 6, 
and 7). For other variables, such as the RUL and full costs, the evaluator will have to rely 
on customer interviews and/or any other available evidence. The verification of the full 
savings using the old equipment as the baseline is a task that evaluators have traditionally 
done. 
 
Note that, if the claim of early replacement cannot be verified, the evaluator must then 
determine the more appropriate baseline for estimating gross savings.  
 
However, just because a customer replaced some equipment ahead of schedule doesn’t 
mean that a program should get credit for this early replacement. The evaluator must also 
determine the extent to which the program caused the customer to replace their 
equipment ahead of schedule. The approach used should be reasonably robust given the 
importance of early replacement in PA portfolios.  For example, to the extent possible, 
evaluators should rely on multiple questions in estimating the influence of the program 
on early replacement. In addition, there are a number of considerations that must be taken 
into account: 
 

• In conducting NTGR surveys of program participants, evaluators will encounter 
participants for which the program implementer claimed early replacement 
savings. For each individual NTGR survey, the questions bearing on early 
replacement should always be asked by ex post evaluators and used in the 
calculation of the NTGR in order for the program that claimed early replacement 
to get due credit for accelerating savings to the grid. Consider a situation in which 
the NTGR is based on questions regarding the influence of the program on what 
and how many efficient measures a customer installed. In the case in which the 
influence on either what was installed or the quantity that was installed is zero or 
near zero, the resulting NTGR will be zero or near zero as will the net savings. 
However, the respondent also indicates that the program had a significant 
influence on getting them to purchase and install the measures much sooner than 
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they would have otherwise. In such cases, the influence of the program on the 
timing of the purchase should be taken into account in estimating the NTGR.44

• Evaluators might also encounter in their samples customers for whom a program 
implementer did not initially claim early replacement for a given measure, but 
who now claim that the efficiency program caused them to replace the equipment 
before the end of its useful life. In such cases, the timing question(s), when 
triggered by a high rate of freeridership, would always be taken into account when 
calculating the NTGR. This gives the program credit for cases of early 
replacement that the program did not originally claim.  

 

• Many evaluators have used a participant’s forecast of when they would installed 
the same equipment absent the program as one indicator of program influence on 
early replacement.  The longer into the future, the greater the influence of the 
program. When this approach is used, the point at which the length of the deferral 
is interpreted as meaning no freeridership needs to be explicitly developed in the 
evaluation plan and should be justified given the length of the measure life (the 
effective useful life or EUL) and the decision-making process of that type of 
customer. While additional factors can be taken into account, the evaluator must 
clearly explain the rationale for their inclusion.  

2.12 Handling Non-Responses and “Don’t Knows” 
In some cases, some customers selected for the evaluation sample refuse to be 
interviewed (unit nonresponse). In other cases, some customers do not complete an 
attempted interview, complete the interview but refuse to answer all of the questions, or 
provide a “don’t know” response to some questions (item nonresponse). Insoluble 
contradictions fall into the latter category. Evaluators must explain in advance how they 
will address each type of problem. 
 
Consider those who choose not to respond to the questionnaire or interview (unit 
nonresponse).  Making no attempt to understand and correct for nonresponse in effect 
assumes that the non-respondents would have answered the questions at the mean. Thus, 
their net-to-gross ratios would assume the mean NTGR value. Because this might not 
always be a reasonable assumption, one should always assess the possibility of non-
response bias. To assess the possibility of non-response bias, one should, at a minimum, 
using information available on the population, describe any differences between those 
who responded and those who didn’t and attempt to explain whether any of these 
differences are likely to affect one’s answers to the NTGR battery of questions. If non-
response bias is suspected, one should, whenever possible, explore the possibility of 
correcting for non-response bias. When not possible, one should explain why not (e.g., 
                                                 
44 As of May 30, 2013, impact evaluations in New York generally have not yet begun encountering cohorts 
of participants subject to the requirements of Appendix M, and as a result there is little practical experience 
to date with ex-post evaluation in support of the provisions of Appendix M.  Evaluation of early 
replacement assumptions and of acceleration as a component of free riding is complex.  It is therefore 
possible that, in specific studies, ex-post evaluation in support of the provisions of Appendix M and of the 
net-to-gross ratio will interact in ways that cannot yet be anticipated. However, the intent here is to 
anticipate one interaction that seems relatively likely. 
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timing or budget constraints) and provide one’s best estimate of the magnitude of the 
bias.    
 
When some respondents terminate the interview, complete the interview but refuse to 
answer all the questions, or who provide a “don’t know” response to some questions 
(item nonresponse), decisions must be made as to whether one should treat such cases as 
missing data or whether one should employ some type of missing data imputation.  
 
In all cases, one should always make a special effort to avoid “don’t know” responses 
when conducting interviews. However, some survey methods and procedures have been 
used that do not allow a “don’t know” response where that might be the best response a 
respondent can provide. Forcing a response can distort the respondent’s answer and 
introduce bias. Such a possibility needs to be recognized and avoided to the extent 
possible. 
 

2.13 Scoring Algorithms 
A consequence of using multiple questionnaire items to assess the probability of 
freeridership (or its complement, the NTGR) is that decisions must be made about how to 
combine them. Do all items have equal weight or are some more important indicators 
than others? How are probabilities of freeridership assigned to each response category? 
Answers to these questions can have a profound effect on the final NTGR estimate. 
These decisions are incorporated into the algorithm used to combine all pieces of 
information to form a final estimate of the NTGR. All such decisions must be described 
and justified by evaluators. 
 
In some cases, each of the responses in the series of questions is assigned an ad hoc 
probability for the expected net savings. These estimates are then combined (additively or 
multiplicatively) into a participant estimate. The participant estimates are subsequently 
averaged (or weighted averaged given expected savings) to calculate the overall 
freeridership estimate. The assignments of the probabilities are critical in the final 
outcome. At the same time, there is little evidence of what these should be and they are 
often assigned and justified given a logical argument. With this, however, a multiple 
number of different probability assignments have been shown to be justified and accepted 
by various evaluations and regulators. However, we recognize that this can make the 
comparability and reliability of survey-based estimates problematic. 
 
It is also critical that the NTGR algorithm, which takes responses to multiple questions 
regarding program influence, not be calculated in a way that produces a biased estimate 
of the NTGR. A variety of NTGR algorithms have been identified, such as the incorrect 
use of a multiplicative algorithm, which should be avoided45

Finally, when multiple questions, weights, and complex algorithms are involved in 
calculating the NTGR, evaluators should also consider conducting a sensitivity analysis 

. The onus is on the 
evaluator to demonstrate that the algorithm is not biased.  

                                                 
45 Keating, Ken. (2009). Freeridership Borscht: Don’t Salt the Soup. Presented at the 2009 International 
Energy Program Evaluation Conference.  
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(e.g., changing weights, changing the questions used in estimating the NTGR, changing 
the probabilities assigned to different response categories, etc.) to assess the stability and 
possible bias of the estimated NTGR.  A preponderance of evidence approach is always 
better than relying solely on a weighted algorithm and sophisticated weighting that is not 
transparent and logically conclusive should be avoided. 
 

2.14 Weighting the NTGR 
The DPS Guidelines require estimates of the NTGR at the program level. Of course, such 
an NTGR must take into account the size of the impacts at the customer or project level. 
Consider two large industrial sites with the following characteristics. The first involves a 
customer whose self-reported NTGR is .9 and whose estimated annual savings are 
200,000 kWh. The second involves a customer whose self-reported NTGR is .15 and 
whose estimated savings are 1,000,000 kWh. One could calculate an unweighted NTGR 
across both customers of .53. Or, one could calculate a weighted NTGR of .28. Clearly, 
the latter calculation is the appropriate one.  
 

2.15 Precision of the Estimated NTGR  
Most the discussion thus far has been focused on the accuracy of the NTGR estimate and 
not the precision of the estimate. The calculation of the achieved relative precision of the 
NTGRs (for program-related measures and practices and non-program measures and 
practices) is usually straightforward, relying on the standard error and the level of 
confidence. For example, when estimating NTGRs in the residential sector, one typically 
interviews one decision maker in each household with the NTGR estimate based on 
multiple questions. In such a situation, one could report the mean, standard deviation, the 
standard error, and the relative precision of the NTGR based on the sample at the 90 
percent levels of confidence.46

 

 

In the nonresidential sector, things can get much more complicated since the NTGR at a 
given site can be based on such information as: 1) multiple interviews (end users as well 
as those upstream from the end user that might have been involved in the decision) that 
takes into account the propagation of errors, 2) other more qualitative information such as 
standard purchasing policies that require a specific corporate rate of return or simple 
payback (e.g., the rate of return for the investment in the energy efficiency measure can 
be calculated with and without the rebate to obtain another point estimate of the influence 
of the program), or 3) a vendor’s participation in utility training programs. In such a 
situation, a NTGR will be estimated that uses all of this information.  

 

                                                 
46  The scoring algorithm would likely represent a much more complicated mathematical formula. The 
NTGR can be thought of as an index of program influence composed of multiple quantitative (and 
occasionally qualitative) items combined in a mathematically complex formula that could have an 
unsolvable propagation of error.  Given this, the relative precision of the program-level NTGR can be 
based on the mean, standard deviation and standard error of the final NTGRs for the sampled households, 
sites, or projects.  
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However, in such situations when the NTGR is based on multiple sources of data, it 
might be difficult or impossible to track the propagation of errors associated with the 
estimation of any one measure-level NTGR and incorporate these errors into the relative 
precision of final program-level NTGR. Thus, the standard errors should be based on the 
final NTGRs estimated for the sample of measures or projects. For example, consider a 
large industrial program for which NTGRs have been estimated for each of 70 sites in the 
sample. The estimation of the NTGR for each site involved interviewing multiple 
decision makers and associated vendors and the use of other qualitative information. The 
relative precision for the program is based only on the standard error of the 70 final 
NTGRs and ignores any error associated with any of the inputs into the final NTGR for 
any given measure.  
 

2.16 Pre-Testing Questionnaire 
Of course, as with any survey, a pre-test should be conducted to reveal any problems 
such as ambiguous wording, faulty skip patterns, leading questions, faulty consistency 
checks, and incorrect sequencing of questions. Modifications should be made prior to the 
official launch of the survey.  
 

2.17 The Incorporation of Additional Quantitative and Qualitative 
Data in Estimating the NTGR 
When one chooses to complement a mixed methods (quantitative and qualitative) 
analysis of freeridership with additional data, there are a few very basic concerns that one 
must keep in mind.  

2.17.1 Data Collection 

2.17.1.1 Use of Multiple Respondents 
In situations with relatively large savings and more complex decision-making processes, 
one should use, to the extent possible, information from more than one person familiar 
with the decision to install the efficient equipment or adopt energy-conserving practices 
or procedures (Patten, 1987; Yin, 1994). 
 
It is important to inquire about the decision-making process and the roles of those 
involved for those cases with relatively large savings and with multiple steps or decision-
makers. If the customer has a multi-step process where there are go/no-go decisions made 
at each step, then this process should be considered when using the responses to estimate 
the firm’s NTGR. There have been program evaluations whose estimates have been 
called into question when these factors were not considered, tested and found to be 
important. For example, a municipal program serving cities with financial issues where a 
department’s facility engineer could say without bias that he definitely intended to install 
the same measure in the absence of the program and that he had requested that the city 
manager request the necessary funds from the City Council. However, one might 
discover that in the past the city manager, due to competing needs, only very rarely 
include the engineer’s requests in his budget submitted to the City Council. Similarly, 
there are cases where a facility engineer continues to recommend efficiency 
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improvements but never manages to get management approval until the efficiency 
program provides the information in a way that meets the financial decision-makers 
needs in terms of information or independent verification or leverage by obtaining “free” 
funds. 
 

These interviews might include interviews with third parties who were involved in the 
decision to install the energy efficient equipment. Currently, there is no standard method 
for capturing the influence of third parties on a customer’s decision to purchase energy 
efficient equipment. Third parties who may have influence in this context include market 
actors such as store clerks, manufacturers (through promotional literature, 
demonstrations, and in-person marketing by sales staff), equipment distributors, 
installers, developers, engineers, energy consultants, and architects. Yet, these influences 
can be important and possibly more so in the continually changing environment with 
greater attention on global warming and more overlapping interventions. When one 
chooses to measure the effect of third parties, one should keep the following principles in 
mind: 1) the method chosen should be balanced. That is, the method should allow for the 
possibility that the third-party influence can increase or decrease the NTGR that is based 
on the customer’s self report, 2) the rules for deciding which customers will be examined 
for potential third party influence should be balanced. That is, the pool of customers 
selected for such examination should not be biased towards ones for whom the evaluator 
believes the third-party influence will have the effect of influencing the NTGR in only 
one direction, 3) the plan for capturing third-party influence should be based on a well-
conceived causal framework. The onus is on the evaluator to build a compelling case 
using a variety of quantitative and/or qualitative data for estimating a customer’s NTGR 
 
2.16.1.2 Other Site- and Market-Level Data  
Information relevant to the purchase and installation decision can include: 

1. Program paper files (correspondence between DSM program staff and the 
customer, evidence of economic feasibility studies conducted by the utility or the 
customer, correspondence among the customer staff, other competing capital 
investments planned by the customer) 

2. Program electronic files (e.g., program tracking system data, past program 
participation) 

3. Interviews with other people at the site who are familiar with the program and the 
choice (e.g., operations staff) 

4. Open-ended questions on structured interviews with the key decision-maker and 
other staff who may have been involved with the decision. 

5. Incremental costs of the equipment 
6. Estimates of the equipment’s market share 
7. The diffusion (saturation) of the equipment in the market place 

 
Where appropriate, for example, in the case of large-scale commercial and industrial 
sites, these data should be organized and analyzed in the form of a case study. 
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2.17.2 Establishing Rules for Data Integration  
In cases where multiple interviews are conducted eliciting both quantitative and 
qualitative data and a variety of program documentation has been collected, one will need 
to integrate all of this information into an internally consistent and coherent story that 
supports a specific NTGR.  
Before the analysis begins, one should establish, to the extent feasible, rules for the 
integration of the quantitative and qualitative data. These rules should be as specific as 
possible and be strictly adhered to throughout the analysis. Such rules might include 
instructions regarding when the NTGR based on the quantitative data should be 
overridden based on qualitative data, how much qualitative data is needed to override the 
NTGR based on quantitative data, how to handle contradictory information provided by 
more than one person at a given site, how to handle situations when there is no decision-
maker interview, when there is no appropriate decision-maker interview, or when there is 
critical missing data on the questionnaire, and how to incorporate qualitative information 
on deferred freeridership.  

One must recognize that it is difficult to anticipate all the situations that one may 
encounter during the analysis. As a result, one may refine existing rules or even develop 
new ones during the initial phase of the analysis. One must also recognize that it is 
difficult to develop algorithms that effectively integrate the quantitative and qualitative 
data. It is therefore necessary to use judgment in deciding how much weight to give to the 
quantitative versus qualitative data and how to integrate the two. The methodology and 
estimates, however, must contain methods to support the validity of the integration 
methods through preponderance of evidence or other rules/procedures as discussed 
above. 

2.17.3 Analysis 
A case study is one method of assessing both quantitative and qualitative data in 
estimating a NTGR. A case study is an organized presentation of all these data available 
about a particular customer site with respect to all relevant aspects of the decision to 
install the efficient equipment. When a case study approach is used, the first step is to 
pull together the data relevant to each case and write a discrete, holistic report on it (the 
case study). In preparing the case study, redundancies are sorted out, and information is 
organized topically. This information should be contained in the final report.  
 
The next step is to conduct a content analysis of the qualitative data. This involves 
identifying coherent and important examples, themes, and patterns in the data. The 
analyst looks for quotations or observations that go together and that are relevant to the 
customer’s decision to install the efficient equipment. Guba (1978) calls this process of 
figuring out what goes together “convergence,” i.e., the extent to which the data hold 
together or dovetail in a meaningful way. Of course, the focus here is on evidence related 
to the degree of program influence in installing the efficient equipment. Identifying and 
ruling out rival explanations for the installation of the efficient equipment is a critical part 
of the analysis (Scriven, 1976). 
 
Sometimes, all the quantitative and qualitative data will clearly point in the same 
direction while, in others, the preponderance of the data will point in the same direction. 
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Other cases will be more ambiguous. In all cases, in order to maximize reliability, it is 
essential that more than one person be involved in analyzing the data. Each person must 
analyze the data separately and then compare and discuss the results. Important insights 
can emerge from the different ways in which two analysts look at the same set of data. 
Ultimately, differences must be resolved and a case made for a particular NTGR.  
 
Finally, it must be recognized that there is no single right way to conduct qualitative data 
analysis: 
 

The analysis of qualitative data is a creative process. There are no 
formulas, as in statistics. It is a process demanding intellectual rigor and 
a great deal of hard, thoughtful work. Because different people manage 
their creativity, intellectual endeavors, and hard work in different ways, 
there is no one right way to go about organizing, analyzing, and 
interpreting qualitative data.  (p. 146) 

 
Ultimately, if the data are systematically collected and presented in a well-organized 
manner, and if the arguments are clearly presented, any independent reviewer can 
understand and judge the data and the logic underlying any NTGR. Equally important, 
any independent reviewers will have all the essential data to enable them to replicate the 
results, and if necessary, to derive their own estimates. 
 

2.18 Qualified Interviewers 
For the basic SRA in the residential and small commercial sectors, the technologies 
discussed during the interview are relatively straightforward (e.g., refrigerators, CFLS, T-
8 lamps, air conditioners). In such situations, using the trained interviewers working for 
companies that conduct telephone surveys is adequate. However, in more complicated 
situations such as industrial process and large commercial HVAC systems, the level of 
technical complexity is typically beyond the abilities of such interviewers. In such 
situations, engineers familiar with these more complicated technologies should be trained 
to collect the data by telephone or in person. 
 

2.19 Transparency 
The question sequence and analysis process followed for determining program impacts 
must be transparent. The question sequence, analysis algorithms and the rationale for 
assigning attribution must, in all cases, be included in the resulting reports. Ideally, this 
reporting would include a matrix (or flow diagram) showing the combinations of 
responses given to the attribution questions and the percentage of customers (and 
percentage of the overall savings) that fall into each category. This allows stakeholders to 
fully understand how each question (and within each question, the response categories) 
affects the final result. In addition to the attribution questions, the matrix would include 
key context, decision-making, and consistency responses—with particular attention given 
to identifying the extent to which answers to these questions are in conflict with 
responses to the direct attribution questions.  
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Appendix H 
 

Guidelines for Calculating the Relative Precision of Program Net Savings 
Estimates 

1. Overview 

 
The Evaluation Plan Guidance for EEPS Program Administrators (Guidelines) requires 90/10 confidence 
and relative precision for both net and gross saving at the program level. These requirements apply to 
each fuel, electric and gas. These guidelines are designed to describe the basic approaches to estimating 
the relative precision of net savings at the program level at a reasonable level of rigor. In their evaluation 
plans, Program Administrators (PAs) should plan sample sizes so that the 90/10 requirement is likely to 
be met. However, as the Guidelines note that if this requirement is not realistic, the evaluation plan should 
clearly indicate the reasons it is not practical and offer a detailed justification for an alternative approach. 
 
The overriding principle in this Appendix is that the requirements should not be too onerous, but should 
be sufficiently rigorous so that key stakeholders, such as PSC, DPS, PAs, and others, are able to make 
informed decisions about programs  
 
In calculating the relative precision for net program-level electric and/or gas savings, the following 
general guidelines should be observed: 
 

1. Follow standard propagation of error formulas for the calculations involving addition, 
subtraction, multiplication, and division (Cochran, 1977; Taylor, 1997; TecMarket, 2004) 

2. For direct program gross savings involving engineering algorithms or energy use simulation 
models (e.g., DOE2), ignore the errors that propagate through the algorithms or simulation 
models. Only the standard errors (or relative errors) associated with the resulting program gross 
savings should be considered. 

3. For spillover savings, ignore the errors that propagate through a given engineering algorithm or 
energy use simulation model (e.g., DOE2). Only the standard errors (or relative errors) associated 
with the net spillover savings should be considered. 

4. For net-to-gross ratios based on the self-report method, ignore the errors that propagate through a 
given NTGR algorithm. Only the standard errors (or relative errors) associated with the program 
NTGR should be considered.  

5. When using nested logit models to estimate net-to-gross ratios, use the standard errors (or relative 
errors) that are produced by statistical packages (e.g., Stata, SAS, Limdep, Gauss, etc.). 

6. When using regression models to estimate either gross or net savings, use the standard errors (or 
relative errors) that statistical packages (e.g., Stata, SAS, SPSS) provide. 

7. Show all data used and each step in the calculation. 

2. Technical Discussion 
 
This discussion has been prepared primarily for the technical analysts who will be carrying out the 
necessary confidence and precision calculations and is intended only as a framework for thinking about 
program-level confidence and precision. While we cannot anticipate all the possible methodological 
combinations for estimating net energy and demand impacts, the most common ones are illustrated in 
Figure 1. 
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Figure 1. Methods for Estimating Net Savings 
 

 
 
 
From Figure 1, one can see that net savings can be calculated in three steps by first estimating the gross 
savings (using A or B), estimating the NTGR (using C or D) and then multiplying the two. Or, one can 
estimate net savings in one step using a participant and nonparticipant billing analysis (E). 
 
Whether one uses the three-step or the one-step approach to estimating net impacts, there are sampling 
errors (random errors) that must be taken into account using propagation of error methods (Taylor, 1997; 
TecMarket Works, 2004). Propagation of error is the effect of variables' uncertainties (or errors) on the 
uncertainty of a function based on them. Consider Equation 1: 
 

Net Savings = NTGR x Gross Saving      (1) 
 
Because the NTGR and the Gross Savings are based on samples, they contain some random error, or 
uncertainty. The uncertainty around the NTGR and the uncertainty around the Gross Savings propagate 
through the calculation to produce an uncertainty or error in the final answer, Net Savings.   

2.1. Three-Step Calculation 
 
Net impacts can be calculated in three steps by first estimating gross savings, the NTGR, and then 
multiplying the two to obtain net savings. The general equation for estimating ex post net program 
savings is presented in Equation 2. 
 

Ex Post Net Program Savings=Ex Post Gross Savings x Ex Post NTGRSA  (2) 
 
where  

Ex Post Gross Savings=Gross savings estimated by the evaluator 
NTGRSA=Net-to-gross ratio adjusted for any possible spillover 

 
The next sections discuss the calculation of relative precision when: 
 

• Using a realization rate to adjust ex ante gross savings (i.e., savings claimed by a program 
administrator (PA) and recommending what errors can be ignored,  
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• Estimating the mean gross savings (instead of a realization rate), 
• Using a participant billing analysis,  
• Using the self-report approach or nested logit, and 
• Estimating net savings. 

2.1.1. Gross Program Savings 

2.1.1.1. Ratio Estimation 
A typical engineering approach is to calculate the ex post gross savings for a sample of projects and 
divide it by the ex ante savings for the sample of projects. This ratio is referred to as a realization rate. 
The ex ante gross savings for the population of projects is adjusted by multiplying the ex ante gross 
savings for each project in the population by the realization rate.  When using engineering approaches, 
such as DOE2 or engineering algorithms, the errors in the individual parameters used to calculate ex post 
gross savings can be ignored. Only the relative error for the resulting realization rates must be calculated. 
There are standard formulas for calculating the standard errors of realization rates (i.e., ratio estimators) 
(Cochran, 1977).  
 
Consider the use of an engineering algorithm used to estimate a realization rate for a sample of 100 
participants who each installed one CFL in a residential rebate program. Site visits are made to each 
house to determine the wattage of the light that was removed and attach a lighting logger to each installed 
CFL. The algorithm for estimating gross savings for CFLs is presented in Equation 31

 
. 

𝐶𝐹𝐿 𝐺𝑟𝑜𝑠𝑠 𝑘𝑊ℎ 𝑆𝑎𝑣𝑖𝑛𝑔𝑠 = ∆𝑊𝑎𝑡𝑡𝑠 × 𝑂𝑝𝑒𝑟𝑎𝑡𝑖𝑛𝑔 𝐻𝑜𝑢𝑟𝑠  (3) 
 
There is some uncertainty contained in ∆𝑊𝑎𝑡𝑡𝑠 and Operating Hours since both are based on samples. 
These errors propagate through the equation to the estimate of average gross kWh savings for the sample. 
It is this error around the CFL Gross kWh Savings that can be ignored.  The realization rate is then 
calculated by dividing the estimated average ex post savings by the average ex ante gross savings. It is the 
relative precision for the realization rate that must be calculated. 
 
Or, in the case of DOE2 models, there are hundreds of engineering algorithms involving one or more of 
the four basic arithmetic operations (addition, subtraction, division, and multiplication) and terms around 
which there is some degree of random error. To track the propagation of error through all of these 
algorithms that would eventually contribute to the error around the final estimate of the energy savings 
associated with a particular building is infeasible. Again, the realization rate is then calculated by dividing 
the estimated average ex post savings by the average ex ante gross savings. It is the relative precision of 
the realization rate that must be calculated.  

2.1.1.2. Mean Estimation 
In certain situations, the ratio estimator might not be the best approach. In such cases, one could estimate 
the mean savings for a sample and extrapolate it to the population. When estimating the mean savings 
using engineering approaches (DOE2 or engineering algorithms), one could use the standard error of the 
mean using Cochran (1977) for various sample designs (e.g., simple random, stratified random, two-
stage, etc.). 
 

                                                 
1 We recognize that most cases will involve measures for which the propagation of error calculation is far more 

complex particularly for custom measures. The simple case of CFLs is used only to illustrate the propagation of 
error principle. 
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2.1.1.3. Participant Billing Analysis 
When estimating relative precision for gross savings based on an analysis of participant bills, statistical 
packages such as Stata and SAS can produce the necessary standard errors for savings2

 
. 

2.1.1.4. Estimating Gross Savings by Measure Group 
When gross savings, using any of the above three approaches, are estimated for sampled 
participants by measure group or end use, the propagation of errors must be taken into account in 
calculating the standard error around the parameter of interest (i.e., the realization rate, the mean 
gross savings or the regression-based gross savings across measure group or end use.   
 

2.1.2. Estimating Relative Precision for the NTGR 

2.1.2.1. Self-Report Approach 
If the NTGR is based on the self-report approach, then the standard error should be based on the 
distribution of NTGR estimates for the sample. If it’s based on a more complicated quantitative approach 
involving, for example, a key decision maker and a vendor, then, depending on the NTGR algorithm, the 
propagation of error should be taken into account in calculating the standard error of the NTGR.  
 
How to address the spillover rate is more complicated. Equation 4 shows the calculation of the NTGRSA 
as the sum of the NTGR and the spillover rate. Equation 5 shows the calculation of the spillover rate.3

 
 

NTGRSA = NTGR + Spillover_Rate      (4) 
 
Spillover Rate = Net ISO+Net OSO+Net NPSO

Ex Post Gross Program Impacts
     (5) 

 
 where  

ISO = Net inside participant spillover 
  OSO = Net outside participant spillover (kWh or therms) 
  NPSO = Net nonparticipant spillover (kWh or therms) 
 
Guidelines for estimating spillover are contained in Appendix H in the DPS Guidelines. Methods for 
calculating spillover vary in terms of the level rigor (standard and enhanced) and can involve multiple 
steps in the calculation involving multiple sample-based parameters, each having the potential for error. 
Again, as in the case of engineering algorithms, the error that propagates into the estimated spillover 
savings are ignored; only the sample error around the final estimates of spillover savings is considered in 
calculation of the relative precision. For example, consider 100 participants who received on-site visits to 
investigate spillover. For 20 of these, spillover was estimated using various engineering algorithms. The 
mean spillover is estimated for all 100 and extrapolated to the population of all participants and the 
standard error is calculated based on the sample of 100. Note that for 80 of these participants the spillover 
is zero while for each of the 20 the spillover is greater than 0. The errors involved in actually calculating 
the spillover savings can be ignored. 
 

                                                 
2 When gross savings are estimated by measure group or end use, the propagation of errors must be taken into 

account in calculating the error around the sum of the gross savings across measure group or end use.   
3 Core_NTGR = 1 - Free Rider Rate. 
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The total net spillover is simply the sum of program-level ISO, OSO, and NPSO. In the cases where all 
three types of spillover are found and that they are simply added, the relative precision for total net 
spillover is calculated using Equation 6. 
 

222 NPSOOSOISOTotalSO δδδδ ++=  (6) 

where 

TotalSOδ =Standard error of the total spillover (kWh or therms)  

ISOδ  = Standard error for the participant inside spillover4

OSOδ

 

 = Standard error for the participant outside spillover 

NPSOδ  =Standard error for the nonparticipant spillover 

 

If only two types of spillover are found, one type drops out. If only one type of spillover (e.g., ISO) 
is found, Equation 6 is unnecessary and can simply calculate the standard error for the one 
remaining type. 

 

Given that Equation 5 is a ratio, the relative precision of the spillover rate could then be calculated 
using Equation 7. 

22 )()( GSrpTotalSOrprpSR +=  (7) 

where 

rpSR  =Relative precision of the spillover rate 

rpGS  = Relative precision of the total ex post gross savings 

rpTotalSO =Relative precision of the total program spillover 

 

Given that Equation 4 is additive, the standard error of the NTGRSA

22 SRNTGRNTGRSA δδδ +=

, which accounts for both free 
riders and spillover, is calculated using Equation 8. 

 (8) 

where 

SRδ  = Standard error of the spillover rate 

NTGRδ  = Standard error for the core net to gross ratio, excluding spillover  

SANTGRδ =Standard error for the total net to gross ratio including spillover 

                                                 
4 The standard errors for IOS, OSO, and NPSO are each multiplied by 1.645 to yield the 90% standard errors (i.e., 

90% confidence interval. 
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2.1.2.2. Nested Logit Analysis 
When NTGRs are estimated using nested logit models, the propagation of errors can be taken into 
account across the participation and implementation models. Software such as Stata, NLOGIT and Gauss 
will produce the necessary standard errors (SBW Consulting and Pacific Consulting Services, 1995). 

2.1.3. Estimating Relative Precision for Net Savings 
The three step methods all involve calculating gross savings, the NTGRSA (either through self-report or 
discrete choice analysis), and multiplying the two to produce the estimate of net savings.  
 
Since Equation 2 is multiplicative, the relative precision for the gross savings and the NTGRSA are used in 
Equation 9 to estimate the relative precision for the net program savings that takes the propagation of 
error into account.  

))rp(NTGR )((SavingsNet  Program 2
SA

2
Pr += ogramGSrpRP  (9) 

 
where 

)( Pr ogramGSrp = the relative precision of the gross savings 

)rp(NTGRSA = the relative precision of the spillover-adjusted NTGRSA. 
 
Another possible approach to adjusting for spillover is to calculate the NTGR without adjusting for 
spillover, multiply this NTGR by the ex post gross savings to obtain net direct program savings, and 
calculate the relative precision. Next, calculate the spillover savings and its relative precision.  The net 
direct program savings can then be added to the net spillover savings to obtain the total net program 
savings for which the relative precision can be calculated using standard propagation of error formulas. 

2.2. One Step Calculation 
When estimating net program savings in one step by incorporating participants and nonparticipants in a 
billing analysis, statistical packages such as Stata and SAS can produce the required standard errors. Note 
that this one step approach incorporates both the direct program savings as well as any participant 
spillover savings. Note also that this approach may penalize a PA since nonparticipant energy use might 
be lower than it would have been because of spillover.  

3. References 
 
Cochran, William G. Sampling Techniques. New York, NY: John Wiley & Sons, Inc., 1977. 

SBW Consulting and Pacific Consulting Services. 1995. 1992-93 Nonresidential New Construction 
programs: Impact Evaluation Final Report. Submitted to the Pacific Gas & Electric Company. 

Taylor, John R. An Introduction to Error Analysis: The Study of Uncertainties in Physical Measurements. 
Sausalito: University Science Books, 1997. 

TecMarket, Works. The California Evaluation Framework. Guidelines, Rosemead: Southern California 
Edison Company, 2004. 

Train, Kenneth.(1980). Qualitative Choice Analysis: Theory, Econometrics, and an Application to 
Automobile Demand. Cambridge, Massachsetts: The MIT Press. 

 


	Background
	Creating an Evaluation Plan
	Components of the Evaluation Plan
	Evaluation Protocols
	Common Terminology and Definitions
	Impact Evaluation Methodologies
	Minimum Measurement and Statistical Standards
	Capturing Impacts Beyond Specific Programs
	Ethical and Performance Standards
	Program Evaluation Frequency
	Database Management Guidelines
	Reporting Formats and Frequency
	EEPS Evaluation Web Page
	Appendix B-Data to be Collected for Program Evaluation Purposes
	Addressing the Multiple Sources of Error
	Weights
	Detailed Guidance
	REFERENCES
	Appendix F
	Program-Level Participant and Nonparticipant Spillover Guidance
	1. Introduction
	2. Key Decisions for Evaluators
	3. Program-Specific Methods
	3.1. Level of Rigor
	3.2. Double Counting
	3.3. Calculation of the Program-Level Spillover Rate

	4. Estimating Spillover at the Market Level
	5. Sampling and Uncertainty
	6. Levels of Confidence and Precision
	7. Deemed Approaches
	8. References
	The TecMarket Works Team. (2006). California Energy Efficiency Evaluation Protocols: Technical, Methodological,   and Reporting Requirements for Evaluation Professionals. Directed by the CPUC’s Energy Division, and with guidance from Joint Staff.

	1. Introduction
	2. Issues Surrounding the Validity and Reliability of Self-Report Techniques
	2.1 Timing of the Interview
	2.2 Identifying the Correct Respondent
	2.3 Set-Up Questions
	2.4 Decision-Making Process
	2.5 Use of Multiple Questions
	2.6 Validity and Reliability
	2.7 Ruling Out Rival Hypotheses
	2.8 Consistency Checks
	2.9 Making the Questions Measure-Specific
	2.10 Partial Freeridership
	2.11 Timing of the Purchase
	2.12 Handling Non-Responses and “Don’t Knows”
	2.13 Scoring Algorithms
	2.14 Weighting the NTGR
	2.15 Precision of the Estimated NTGR
	2.16 Pre-Testing Questionnaire
	2.17 The Incorporation of Additional Quantitative and Qualitative Data in Estimating the NTGR
	2.17.1 Data Collection
	2.17.1.1 Use of Multiple Respondents
	2.16.1.2 Other Site- and Market-Level Data

	2.17.2 Establishing Rules for Data Integration
	2.17.3 Analysis

	2.18 Qualified Interviewers
	2.19 Transparency

	References
	1. Overview
	2. Technical Discussion
	2.1. Three-Step Calculation
	2.1.1. Gross Program Savings
	2.1.1.1. Ratio Estimation
	2.1.1.2. Mean Estimation
	2.1.1.3. Participant Billing Analysis
	2.1.1.4. Estimating Gross Savings by Measure Group

	2.1.2. Estimating Relative Precision for the NTGR
	2.1.2.1. Self-Report Approach
	2.1.2.2. Nested Logit Analysis

	2.1.3. Estimating Relative Precision for Net Savings

	2.2. One Step Calculation

	3. References

